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OmniVista 2500 NMS Enterprise 4.3R1 Installation and
Upgrade Guide

This document details the OmniVista 2500 NMS Enterprise 4.3R1 (OV 2500 NMS-E 4.3R1
installation/upgrade process. OV 2500 NMS-E 4.3R1 can be installed as a fresh installation
from a download file available on the Customer Support website; or you can upgrade from OV
2500 NMS-E 4.2.2.R01 (MR2) using the OmniVista 2500 NMS Software Repository. Note that
4.2.2.R01 (MR2) includes the initial MR2 GA release (Build 115) as well as installations with any
official patches installed.

If you are upgrading from an earlier release (3.5.7 — 4.2.2.R01 (MR1)), you must first upgrade to
4.2.2.R01 (MR2). The Upgrade Matrix below shows the upgrade paths that must be followed to
getto 4.2.2.R01 (MR 2).

Note: OV 2500 NMS-E 4.3R1 can be installed as a Standalone Installation or in a High-
Availability configuration. However, you can only upgrade from OV 2500 NMS-E 4.2.2.R01
(MR 2) if you are upgrading to a standalone installation. Upgrade is not supported on a
High-Availability installation.

Upgrade Matrix For OV 4.3R1

From To OV 4.3R1

OV 35.7 Step 1: Upgrade to 4.2.1.R01 GA
Step 2: Upgrade to 4.2.1.R01 MR 2
Step 3: Upgrade to 4.2.2.R01 GA
Step 4: Upgrade to 4.2.2.R01 MR2
Step 5: Automatic Upgrade to 4.3R1 From VA Menu
OV 4.1.1.R01 Step 1: Upgrade to 4.1.2.R02
Step 2: Upgrade to 4.1.2.R03*
Step 3: Upgrade to 4.2.1.R01 GA*
Step 4: Upgrade to 4.2.1.R01 MR 2
Step 5: Upgrade to 4.2.2.R01 GA
Step 6: Upgrade to 4.2.2.R01 MR2
Step 7: Automatic Upgrade to 4.3R1 From VA Menu
OV 4.1.2.R01 Step 1: Upgrade to 4.1.2.R03*
Step 2: Upgrade to 4.2.1.R01 GA*
Step 3: Upgrade to 4.2.1.R01 MR 2
Step 4: Upgrade to 4.2.2.R01 GA
Step 5: Upgrade to 4.2.2.R01 MR2
Step 6: Automatic Upgrade to 4.3R1 From VA Menu
OV 4.1.2.R02 Step 1: Upgrade to 4.1.2.R03*
Step 2: Upgrade to 4.2.1.R01 GA*
Step 3: Upgrade to 4.2.1.R01 MR 2
Step 4: Upgrade to 4.2.2.R01 GA
Step 5: Upgrade to 4.2.2.R01 MR2
Step 6: Automatic Upgrade to 4.3R1 From VA Menu
OV 4.1.2.R03 Step 1: Upgrade to 4.2.1.R01 GA
Step 2: Upgrade to 4.2.1.R01 MR 2
Step 3: Upgrade to 4.2.2.R01 GA
Step 4: Upgrade to 4.2.2.R01 MR2
Step 5: Automatic Upgrade to 4.3R1 From VA Menu
OV 4.2.1.R01-GA Step 1: Upgrade to 4.2.1.R01 MR 2
(Build 69) Step 2: Upgrade to 4.2.2.R01 GA
Step 3: Upgrade to 4.2.2.R01 MR2
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From To OV 4.3R1
Step 4: Automatic Upgrade to 4.3R1 From VA Menu

OV 4.2.1.R01 MR 1 | Step 1: Upgrade to 4.2.1.R01 MR 2
(Build 85) Step 2: Upgrade to 4.2.2.R01 GA
Step 3: Upgrade to 4.2.2.R01 MR2
Step 4: Automatic Upgrade to 4.3R1 From VA Menu
OV 4.2.1.R01 MR 2 | Step 1: Upgrade to 4.2.2.R01 GA
(Build 95) Step 2: Upgrade to 4.2.2.R01 MR2
Step 3: Automatic Upgrade to 4.3R1 From VA Menu

OV 4.2.2.R01 GA Step 1: Upgrade to 4.2.2.R01 MR2

(Build 81) Step 2: Automatic Upgrade to 4.3R1 From VA Menu
OV 4.2.2.R01 MR1 | Step 1: Upgrade to 4.2.2.R01 MR2
(Build 92) Step 2: Automatic Upgrade to 4.3R1 From VA Menu

* This step includes Mongodb Database Password change. Please make sure all the steps for
changing the password are followed as detailed in the applicable OmniVista 2500 NMS
Installation Guide.

Important Note: If your network includes Stellar APs, you must upgrade these devices to
AWOS 3.0.3.x after the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs. The
AWOS Image Files are available on the Service and Support Website.

For information on getting started with OmniVista 2500 NMS after installation (e.g., using the
Web GUI, discovering network devices) see the Getting Started Guide in the OmniVista 2500
NMS on-line help (accessed from Help link at the top of the main OmniVista 2500 NMS Screen).

Installing OV 2500 NMS-E 4.3R1

OV 2500 NMS-E 4.3R1 is distributed as a Virtual Appliance only. It is run as a service using
VirtualBox. There are no other standalone installers (e.g., Windows/Linux). OV 2500 NMS-E
4.3R1 is installed as a Virtual Appliance, and can be deployed on the following hypervisors:

VMware ESXi, VirtualBox, Hyper-V:

e VMware ESXi: 5.5, 6.0, and 6.5

e VirtualBox: 5.2.x
e MS Hyper-V: 2012 R2 and 2016.

The sections below detail each of the steps required to deploy OV 2500 NMS-E 4.3R1 as Virtual
Appliance on VMware, VirtualBox, and Hyper-V. If you are upgrading from OV 2500 NMS-E
4.2.2.R01 (MR 2), see Upgrading from OV 2500 NMS-E 4.2.2.R01 MR 2.

Note that If you are deploying OV 2500 NMS-E 4.3R1 on a standalone Windows or Linux
machine, you must first install Virtual Box on the machine. Virtual Box is available as a free
download. See Appendix A for details.

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, HDD Provisioning) is adequate for the number of devices you are managing; and
make sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OmniVista instability. For instance, if you allocate 16GB of memory for OV
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VA but configure the network size to be Medium (500 — 2,000 devices) instead of Low
(fewer than 500 devices), OmniVista may experience unexpected issues. Refer to
Recommended System Configurations below for details.

Recommended System Configurations

The table below provides recommended Hypervisor configurations based on the number of
devices being managed by OV 2500 NMS-E 4.3R1 (500, 2,000, 5,000, and 10,000 devices).
These configurations should be used as a guide. Specific configurations may vary depending on
the network, the number of wired/wireless clients, the number of VLANS, applications open, etc.
For more information, contact Customer Support.

Network Size
Configuration Low Medium High Very High
Total Number of 500 2,000 5,000* 10,000*
Managed Devices
(AQS, Third-Party,
and Stellar APs)
Stellar AP Devices 500 2,000 4,000 4,000
Stellar AP Client 50,000 200,000 200,000 200,000
Association
UPAM Authentication 15,000 30,000 100,000 100,000
Hypervisor Processor 2.4 GHz 2.4 GHz 2.4 GHz 2.4 GHz
8 Cores 8 Cores 12 Cores 12 Cores
OV VA RAM 16GB 32GB 64GB 64GB
HDD Provisioning HDD1:50GB | HDD1:50GB HDD1:50GB HDD1:50GB
HDD2:256GB | HDD2:512GB | HDD2:2048GB | HDD2:2048GB

*If there are 4,000 Stellar AP in a “High” network size, up to 500 AOS Switches can be
supported. If there are 4,000 Stellar APs in a “Very Hight” network size, up to 1,000 AOS
Switches can be supported.

Notes:

¢ OmniVista VM RAM is configured from the Hypervisor
e Hypervisor Processors are configured from the Hypervisor.

¢ HDD Provisioning is configured from the VA Menu. By default, OV 2500 NMS-E
4.3R1 is partitioned as follows: HDD1:50GB and HDD2:256GB. If you are managing
more than 500 devices it is recommended that you go to the Virtual Appliance Menu
on the VA to the increase the HDD2 provision. The data partition size is configured
using the Configure Network Size menu option in the Configure the Virtual Appliance
Menu.

Standalone and High-Availability Installations

OV 2500 NMS-E 4.3R1 can be installed in a Standalone or High-Availability configuration. A
High-Availability installation consists of a Cluster of two VMs (Node 1 and Node 2), with one
node acting as the Active OV Server (Node 1) and the other as a Standby OV Server (Node 2).
If Node 1 fails, OmniVista will automatically failover to Node 2. For a High-Availability
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installation, you must deploy two (2) VMs — one for the Active OmniVista Server (Node 1) and
one for the Standby OmniVista Server (Node 2).

Note: At this time the High-Availability Feature is only supported on small networks (“Low” -
up to 500 devices).

Deploying the Virtual Appliance in VMware ESXi

1. Download and unzip the OVF package.

2. Log into VMware ESXi.

vmware ESXi- root@10.255.222 88 v | Help ~ | ((eR:EEY

[“E.f’ Navigator |} ] [ ovwmhost3

Manags

() Manage with vCenter Server | ¥ Create/Register Vi | [Tz Shutdown [By Reboot | (@ Refresn | £} Actions

ovvmhost3 CPU FREE: 11.3 GHz
Version: 6.5.0 (Build 4337370) Jemo 28 v I GJHz

Monitor

E:l Virtual Machines o State: Mormal (connected to vCenter Server st 10.255.22. ..

Uptime: 8.23 days MEMORY FREE: 1444 GB
H storage e P

€3 Networking USED: 1.55 GB CAPACITY: 18 GE

STORAGE FREE: 401.55 GB
e

USED: 874 MB CAPACITY: 402.5 GB

0 This host is being managed by vCenter Server. Actions may be performed automatically by vCenter Server
without your knowledge. ﬂ Actions

~ Hardware
Manufacturer HP
Model FroLiant DL380 G5

v [ cPU 4 CPUs x Intel(R) X=on{R) CPU E5440 @ 2.83GHz
Wl Memory 16 GB

3 E Virtual fiash 0 B used, 0 B capacity

~ €3 Networking
[

Recent tasks =

Task ~ | Target ~ | Initiator | Queued ~ | Started ~  Result ~ | Completed w~

3. Select the Host on which you want to install OV 2500 NMS-E 4.3R1 and click on
Create/Register VM. The first screen of the New Virtual Machine Wizard appears.
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1 New virtual machine

v (ECECITINE  Select creation type

2 Select OVF and VMDK files How would you like to create a Virtual Machine?
3 Select storage

4 License agreements . . i .
i Create a new virtual machine This gptlon gmdes you .thrc-ugh the process of
5 Deployment options creating a virtual machine from an OVF and VMDK

& Additional settings Deploy a virtual machine from an OVE or OVA file files.

T Ready to complete . L . .
Fegister an existing virtual maching

4. Select Deploy a virtual machine from an OVF or OVA file and click Next.

4

#1 New virtual machine - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431...

¥ 1 Select creation type Select OVF and VMDK files

2 Select OVF and VMDK files Select the GVF and VIMDK files or GVA for the VM you would like to deploy

+ 3 Select storage

& TR T E NG Enter a name for the virtual machine.

5 Deployment options
& Additional settings
7 Ready to complete

| OmniVista 2500 NMS-E431R1-B47

“irtual machine names can contain up fo 80 characters and they must be unigue within each ESXi instance.

% @B ovnmse-4.3R1-47.0.ovf
X _ ovnmse-4.3R1-47.0-disk1.vmdk
% __ ovnmse-4_3R1-47.0-disk2.vmdk

&
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5. Enter a name for the VM, select the OVF File and both VMDK Files (disk 1 and disk 2) from

the download archive), then click Next.

#1 New virtual machine - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431...

+ 1 Select creation type
+ 2 Select OVF and VMDK files

Select storage

Select the datastore in which to store the configuration and disk files.

b4 3 Select storage

4 License agreements

5 Deployment options
& Additional settings
7 Ready to complete

Name

datastored (1)
ov-qnap-datastore-001

The following datastores are accessible from the desfination resource that you selected. Selact the
destination datastore for the virtual machine configuration files and all of the virtual disks.

Free ~

401.55 .
25378

Type ~  Thinp..v Access
VMFS5 Support...  Single
NFS Support...  Single

2 items

4

6. Select the destination storage where the template is to be deployed, then click Next.

31 New virtual machine - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431R1-B47

¥ 1 Select creation type
/2 Select OVF and VMDK files

License agreements

Read and accept the license agreements

¥ 3 Select storage

4 License agreements

5 Deployment options

6 Ready to complete

Software and/or documentation
End-User License Agreement
"EULA"

Terms and Cenditions

Please read the following agreement in English carefully before installing, downloading, or using this softi

Acceptance: Read the following agreement carefully before installing, downloading, or using the ALE softwa

pefiniticns: As used in this agreement, the term "Scftware" means collectively (i) the software program(s)
As used in this Agreement, the term "Documentation™ means any Software related explanatory written material

"affiliated Companies" means any entity Controlling, Comtrolled by or under common Comtrol, directly or ind

order of Precedence: If You received more than one license terms purpcrting to govern the use of the Mate

pParties: This agreement is between (a) the legal entity which has a separate purchase agreement with a Partu
IF the separate purchase agreement is directly with an ALE company, Licenscr is instead the ALE company lis

Finish
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7. Review the License Agreement, click | agree, then click Next.

H1 New virtual machine - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431...

+ 1 Select creation type Deployment options
+ 2 Select OVF and VMDK files Select deployment aptions
+ 3 Select storage
+ 4 License agreements

Ld 5 Deployment options NIRRT s IR MNetwork Interface 1

G Ready to complete WM Network

g3

8. In the Network mapping field, select the Destination network that the deployed VM will use.
In the Disk provisioning field, select Thin. Click Next.

Disk provisioning ® Thin © Thick

1 New virtual machine - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS-E431R1-B47 - OmniVista 2500 NMS_E431....

¥ 1 Select creation type Ready to complete
¥ 2 Select OVF and VMDK files Review your settings selection before finishing the wizard
+ 3 Select storage

bd 4 License agreements
Product OmniVista 2500 NMS

+ 5 Deployment options

kd 6 Ready to complete VM Name Omnivista 2500 NMS-E431R1-B47

Disks ovnmse-4.3R1-47.0-disk1.vmdk,ovnmse-4.3R1-47.0-disk2 vmdk
Datastore ov-gnap-datastore-001

Provisioning type Thin

MNetwork mappings Metwork Interface 1: WM Network

Guest OS5 Name RedHat_&4

oy

:’1 E Do not refresh your browser while this VM is being deployed.
-

4
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9. Review the configuration and click Finish. You will be returned to the main screen with the
deployment progress displayed at the top of the Recent tasks table.

vmware ESXi’

root@10.255.22283 ~ | Help ~ |

Q, Search

[“E’ Navigator

'

[} ovvmhost3

Manage

Monitor

1 Virtual Machines
H storage
€3 Networking

(-] Manage with vCenter Server | ¥ Create/Register VM | (I3 Shut down  [Bg Reboot

@ Refresh | £F Actions

ovvmhost3
6.5.0 (Build 4857370) 0%

‘ersion:
State:
Uptime:

0 This host is being managed by vCenter Server. Actions may be performed

USED:
MNormal (connected to vCenter Server at 1025522
8.23 days

CPU FREE: 11.3 GHz
ED: 35 LéHz CAPACITY: 11.3 GHz

MEMORY

FREE: 14.44 GBE

USED: 1.55 GB CAPACITY: 18 GB

STORAGE FREE: 401.55 GB
0o

USED: 974 ME CAPACITY: 402.5 GB

automatically by vCenter Server without your knowledge. ﬂ' Actions

~ Hardware
Manufacturer
Model

» | cPu
W, Memary

v [y Viriual fiash

HP

ProLiant DL330 G5

4 CPUs x Intel(R) Xeon(R) CPU E5440 @ 2.83GHz
16 GB

0 B used, 0 B capacity

Recent tasks

Task ~ | Target

Import VApp Resources
Upload disk - ovnm... | (51 OmniVist...
Upload disk - ovnm.__. | (5] Omnivist...
Reconfig Wi 5] Omnivist....

Download WMXConfig | Mone

Initi....
root
root

root

WV int...

VC Int...

~ | Queued v | Started -~ Result

/| 1e
10
0 1e
) Fsiled- The op...

o L= BUC...

~ | Compl...~

OS/22/20... O5/22/20... Running

D&/22/20... D&8/22/20... Running

D&/22/20... DE22/20... Running

D&/22/20... D&8/22/20... D&8/22/20...

05/22/20. 0522120, D5i22/20.

10. When the installation is complete (indicated by “Completed Successfully” in the Result
column of the Recent tasks table), click on Virtual Machines in the Navigator Tree on the left

side of the screen to display a list of VMs.
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vmware ESXi- root@10.25622288 ~ | Help ~ | (RS

“T;E' Mavigator (=1 ovvmhost3 - Virtual Machines

~ [ Host
ETETE h Create / Register VM | [0 Console W Poweroff B8 Suspend

@ Refresh | £} Actions
| @ Search

& Virtual Machines
- Virtual machine v | ..wv | Used .. v | GuestOS ~  Hostnamewv | Ho.. v
= Storage

€3 Networking [51ovimse-422R0... ¢! 1743GB  CentOS4.. Unknown 0DMHz | OMB

Monitor

¢/ (3 Omnivista2500... @' 376GB CentOS 4...  Unknown OMHz O0MB

2items

OmniVista 2500 NMS-
E431R1-B47 crU

Guest 05 CEntOS 4/5 o later (84-bit) 0 MHz
Compatibility ESXi 5.5 and later (WM version 10hemory |
WMware Tools Mo 0B
CPUs 4

STORAGE
Memory 16 GB

3.76 GB

[+] Recent tasks

Task ~ | Target ~ | Initia... ~ CQueued ~ | Started -~ Result

Upload disk - ... ___ OmniVista... | 05/22/201... 05/22/201.... o Completed successfully

Upload disk - ... | (B Omnivista... | roat osi2z201.. | 052zt | @) Gompleted su

Download WM. Mone . 05/22/201... . O Complefed =u.

Update Child ... Resources VG . OS22/201... O5922/201.... 0 Completed succeszfull

Download WM. Mone . 05/22/201... 05/22/201.... O Completed successfully

11. Select the VM you just deployed. Basic details for the VM are displayed. Click on Console at
the top of the screen to open a Console and go to Completing the OmniVista 2500 NMS-E
4.3R1 Installation to complete the installation.

Remember, if you are installing a High-Availability configuration, you must deploy two (2) VMs —
one for the Active OmniVista Server (Node 1) and one for the Standby OmniVista Server (Node
2). Make sure to deploy both VMs before completing the OmniVista 2500 NMS-E 4.3R1
Installation.

Deploying the Virtual Appliance in VirtualBox

Note that in the instructions below, VirtualBox 5.2.x in Windows 7 is used for demonstration
purposes. The screens shown may depict an older OmniVista Release.

Note: If you are deploying OV 2500 NMS-E 4.3R1 on a standalone Windows or Linux
machine, you must first install Virtual Box on the machine. Virtual Box is available as a free
download. See Appendix A for details.

1. Download and unzip the OVF package.
2. Log into Windows 7 and open the Oracle VM VirtualBox tool.
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File Machine Help

4 T R

MNew Settings Discard Show

[(aF owvnmse_fresh_b37

I (@) Powered OFf

S ovnmse_b33_fresh (ov_fresh_b33) @ i @9 @ | (
' (@) Powered OfF N ) Sy 5G| W

{3 Details | [ Snapshots |

& Current State

3. Click File > Import Appliance.

4. Click browse icon then select the folder which you extracted at step 1 above, then click

Next.

. Machine Help

& Preferences...

Import Appliance...
Export Appliance..

Virtual Media Manager...
Network Operations Manager...
Check for Updates...

Reset All Warnings

Jd PReE 29

Exit

Ctrl+G
{23 Details | [ Snapshots |

Ctrl+[
Ctrl+E

n B By &5 | v
Ctrl+D

B Current State
Ctrl+Q

10
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Help

G B Y ==
MNew

N e
Setting  Discard '\_:) Import Virtual Appliance

= ovnmse_b33_{

t
(&8 @7oneredof| | Appliance to import

[Ty se |
[ %n:;m;;eos; WirtualBox currently supports importing applances saved in the Open Virtuakzation Format
(S {OVF). To continue, sslect the file to import below.

se_b3s | VER$2.1-2016\0V bulds\OVNMS£_4.2.1_Buld38_ovflovamsz-4.2. 1L.R01-38.0.0vf [ |
2 Running I AL 1@ |

Expertbode | [ Mext | [ cancel |

5. Review the configuration and click Import.

Help

GE U o

New Settings Discard @ Import Virtual Appliance

pis

™S ovnmse_b33_{

|88 @Poneredof||  pppliance settings

o |
. %n;:'.igr‘ef;eos# These are the virtual machines contained in the appliance and the suggested settings of the

imparted VirtualBox machines. You can change many of the properties shown by double-
dicking on the items and disable others using the chedk boxes below,

Description Configuration =~
Virtual System 1 L
Q Mame Gvnmse [
& Product-URL http://enterprise.alcatel-lucent.com/Zproduct..
Q‘ Vendor Alcatel-Lucent Enterprise
& Vendor-URL http://enterprise.alcatel-lucent.com
@ Version 4.2.1.R01-38.0 -

|| Reinitialize the MAC address of all network cards

[Restore Defouits| [ tmport | [ cancel

6. The Software License Agreement window displays, click on Agree.
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chine

Help

?| =
| o = mpils Snapshots
Mew  Settings Discard @ Import Virtual Appliance
“*% ovnmse_b33_{ ; ?
[ @ Ponered OF Applid 3¢ Software License Agreement l_lé
The virtual system "ovnmse” requires that you agree to
. \gn:lmsg::;eé; Theseg | the terms and conditions of the software license hos of the
imparte| | agreement shown below. Duble-
dicking | |
Click Agree to continue or dick Disagree to cancel the import.
Descrifs -
ALE USA THC, |« —
Virtuallll  SOFTWARE LICENSE AGREEMENT (7 |
8l IMPORTANT
Q Please read the terms and conditions of this beense
agreement carefully before installing or downloading this
@ software, The installaton and use of the software i subject duct..
Q to these terms and conditions (Agreement),
In this Agreement:
@ “Licensee” or You, Your and Yourself, means: the legal
@i| person or entity that by its authorized agents or -
L reépresentatives installs andfor uses, the Software. - —
(| Rein{
===
—— cancel
7. A status window appears and displays the progress of the deployment.
L) 2

@ Impaort Virtual Appliance

Appliance settings

These are the virtual machines contained in the appliance and the suggested settings of the
imparted VirtuglBox machines. Yfou can change many of the properties shown by doubls-
dicking an the items and disable others using the chedk boxes below.

| ¥ Importing Appliance .. Importing appliance 'DACOV-E R4.2 .1 - 2016\0V b... ﬁ

Importing virtual dek image ‘ovnmse-4. 2. 1.R0 1-33.0-dsk Lvmdk ..

| 2%

3 minutes remaining

- (2/3)

X

8. After the process is completed, right-click on the VM in the Navigation Panel and select Start

- Normal Start.

& Vendor-URL
@ Version

| Reinitialize the MAC address of all network cards

4.21.R01-38.0

Restore Defaults

12
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File Machine Help

i v D

New Settings Discard Start

&4

(@ Powered OFF

. ovnmse b33 fresh (ov_fresh_b33) (@

€6 etas

[ ovnmse_fresh_b37

! (@) Powered Off

[Ed owvnmse_b38_fresh

I g Running
(64 -
- el
I @ 23 Settings..
Q Clone...

72 Remove..

ﬂ Group
P Start

Wl Pause

Reset
¢ Close

Discard Saved State...
& Showleg..

Refresh

Show in Explerer
Start selected vi (  Create Shortcut on Desktop

- @ Current State

Ctrl=5
Ctrl+ QO
Ctrl+R
Ctrl+l

4 l;‘} Mormal Start

Ctrl+P 0 Headless Start

CtlT | 4% Detachable Start
, L

Ctrl+)

Ctrl+L

9. Configure the Network Adapter. Right-click on the VA and select Settings.

.
!!j Cracle VM VirtualBox Manager

=RREN X

File Machine Help

@ @ v .

MNew Settings Discard  Start

ca

[62F % ovnms G

-
ha = Rur $2  Remove..
ﬂ Group

op Start

Pause

Settings...

Clone...

Reset

% Close

Discard Saved State...
Show Log...
Refresh

3 Show in Explorer
E p
i

Create Shortcut on Desktop

Eﬁ Sort

Display the virtual machine settings window

,@, General
Ctrl+5 ovnmse-b&3
Ctrl+Q  [tem: RedHat (54-bit)
Ctrl+R
CtlsU | i5334Mp
4
3 Floppy, Optical, Hard Disk
VT-x/AMD-Y, Nested
Ctrl+P Paging, PAE/NX, KVM
ChrlsT Paravirtualization
Ctrl+) 12MB
op Server: Disabled
Ctrl+L Disabled
Controller
Vaster:
lave:
Disabled
@ Network
Adapter 1:

ovnmse-4, 2, 1.R01-63.0-disk 1.vmdk (Mormal, 50.00 GEB)
ovnmse-4, 2, 1.R01-63.0-disk2.vmdk (Normal, 256.00 GE)

Intel PRO/1000 MT Server (Bridged Adapter, Realtek PCle GBE Family Controller #2) | +

Snapshots

= Preview i

»

ovhmse-b63

m

L

10. Select Network, then select the Network Adaptor that you created when you configured

VirtualBox.
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5
¥# Oracle VM VirtualBox Manager - - [=l@] = |
achine Help
{73 ovnmse-b3 - Settings M
— ots
New B @ General Network
B -
- =
[ System Adapter 1 | Adapter 2 | Adapter3 | Adapter 4
Eﬁl;‘ Display Enable Network Adapter
I i e |
= Attached to: |Bridged Adapter
Storage Not attached
i}i Name: |yar Controller #2 hd
Audio "
(> Advanced I:MT.N?t"‘\?Ek
@ Network Internal Network:
Host-only Adapter H E
. Generic Driver
@ Serial Ports ——
& use
E Shared Folders
E User Interface
[ 0K ] [ Cancel ] [ Help
L -
r'. Disabled
[l =P Network
Adapter 1@ Intel PRO/1000 MT Server (Bridged Adapter, Realtek PCIe GEE Family Controller #2) | ~

d

Once the Virtual Appliance is powered on, go to Completing the OmniVista 2500 NMS-E 4.3R1
Installation to complete the installation.

Remember, if you are installing a High-Availability configuration, you must deploy two (2) VMs —
one for the Active OmniVista Server (Node 1) and one for the Standby OmniVista Server (Node
2). Make sure to deploy both VMs before completing the OmniVista 2500 NMS-E 4.3R1
Installation.

Deploying the Virtual Appliance in Hyper-V

Note that in the instructions below, Hyper-V in Windows 2012 is used for demonstration
purposes. Some of the screens shown may depict an older OmniVista Release.

1. Download and unzip the OVF Hyper-V package.

2. Log into Windows 2012 and open the Hyper-V tool.

<] 10.135.91.35 - Remote Desktop Connection = =
= Server Manager - |a

Server Manager * Dashboard @) | Fp wonsge ook
I
Compaonent Services

Computer Management
= WELCOME TO SERVER MANAGER
I&& Dashboard Connection Manager Administration Kit

0 Local Server

ii All Servers.

Defragment and Optimize Drives
. ) Embedded Lockdown Manager
o Configure this local server

W§ File and Storage Services b Event Viewer

i) Hyper-V
Io IS

Group Policy Management

5 : Hyper-V Manager
2 Add roles and features

Internet Information Services (I1S) Manager

QUICK START

g'-| Remote Access

3 Add other servers to manage ISCS! Iniiator
@ Remote Desktop Services

Local Security Policy
WRATS REW 4 Create a server group Microsoft Azure Services

B Network Policy Server

5 Connect this server to cloud services ODBC Data Sources (32-bit)

ODBC Data Sources (64-bit)

LEARN MORE Performance Menitor
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3. Select the Host on which you want to install OmniVista 2500 NMS, click on Actions > Import
Virtual Machine.

| File Action i Help I

4 | 21 [m]

33 Hyper-V Manager
E& WIN-LGUITNVaIGL

| Actions
Virtual Machines
Name - State CPU Usage Assigned Memory  Uptime Status New »
I 'omnivistacapexb34 Running 0% 16384 MB 00:29:10 -
= Windows 7 Runring 0% 5000 MB 173438 [ [& Import Virtual Mac...
Hyper-V Settings...
&I Virtual Switch Man...
‘l Virtual SAN Manag...
8 = B A Edit Disk.
[l Inspect Disk..
Checkpoints @ (@) Stop Service

75 Remove Server
3 Refresh

View 3
Help

The selected virtual machine has no checkpoints

4. The Import Virtual Machine Wizard appears.

Locate Folder

Select Virtual Machine
Choose Import Type

Summary

Before You Begin

This wizard helps you import a virtual machine from a set of configuration files. It guides you through
resolving configuration problems to prepare the virtual machine for use on this computer.

[] Do not show this page again

< Previous | | Mext = | | Finish | | Cancel |

5. Click Next to go to the Locate Folder Screen, select the Folder that you extracted in Step 1,
then click Next.
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Locate Folder

Before You Begin Specify the folder containing the virtual machine to import.

Locate Folder Folder: | “\OVBuilds erv \Wirtual Machines
Select Virtual Machine

Choose Import Type

Summary

| < Previous | | Mext = | | Finish | | Cancel

6. Select the Virtual Machine to import (Default = OmniVista-2500 NMS-E-4.2.2.R01), then
click Next.

Select Virtual Machine

Befare ‘You Begin Select the virtual machine ta import:

Locate Folder Date Created
Select Wirtual Machine Cmnivista-2500 KMS-E-4.2.1-R0 4f6j2016
Choose Import Type

SUmmary:

| < Previous | | Mext = | | Finish | | Cancel |

7. Select the default Import Type: Copy the virtual machine (create a new unique ID), then
click Next.
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ga Hyper-V Manager [=[B]
File Action View Help
&= nE H
= ggpv:;_t‘:&;?ﬁw = Vi) Import Virtual Machine x7] A\:itl':lr:_GUI?NVQJGL y
f}l — New 4
g Choose Import Type L= Import Virtual Mac...
| Hyper-V Settings...
Before You Begin Choose the type of import to perform: F1 Virtual Switch Man...
Locate Folder () Register the virtual machine in-place {use the existing unigue ID) ., Virtual SAN Manag...
Select Virtual Machine Restore the virtual machine {use the existing unique ID) ¢ Edit Disk...
< | (®) Copy the virtual machine (create a new unique ID) 2 Lgl Inspect Disk...
¢l summary @ (W) Stop Service
75 Remove Server
T4 Refresh
View »
E Help
Amnivictacranavhd A

8. Specify folders to store the Virtual Machine files (or accept the default folders), then click

Next.

Before ¥ou Begin

Locate Folder

Select Yirkual Machine

Import Yirtual Machine

Choose Folders for VWirtual Machine Files

‘fou can specify new or existing folders ko store the wirkual machine Files, Otherwise, the wizard
imports the files to default Hyper-V Folders on this computer, or to folders specified in the wvirtual
machine configuration.

[] store the wirtual machine in a different location

Choose Import Type

CriProgramDataiMicrosofthindows | Hyper -yl

Choose Storage Folders

Surnrnaryy

Ci\ProgramDataiMicrosofthiindows |\ Hyper-yl,

Ci\ProgrambDataiMicrosoftiwindows\Hyper-y

| = Previous | | MNext = |

Cancel

9. Choose folders to store the Virtual Hard Disks or accept the default location and click Next.

17
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Import ¥irtual Machine -

ﬁ Choose Folders to Store Virtual Hard Disks

Before You Begin ‘Wwhere do wou want to store the imported wirtual hard disks For this virtual machine?
Locate Folder

Location:

C:ilserstPubliciDocurnentsiHyper-vivirtual Hard Disks)

|| Browse, ..

Select Yirtual Machine
Choose Import Type

Choose Destination

age Folders

SUMMary

o] o]

10. Review the import configuration and click Finish. (Click Previous to return to a screen and
make changes.)

11. Configure the Network Adapter. Right-click on the VA and select Settings.

Virtual Machines

-

Marne State CPU Usage Assigned Mernory Uptirne Status
é Win? - An 91.38-performance-0W412R03 f
g Omi 4D C A BB A

Connect..,

Runrning 0% 16384 MB 46.07:32:34

Settings...
Start
Checkpoint
Maowve,..
Export..,
Rename...

Delete...
Enable Replication...
Help
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12. Select Network Adapter, then select the Virtual Switch that you created when you
configured Hyper-V.

{24 Settings for OmniVista 421R01EA-b50-An on WIN-LGUITNYIJGL =1= - F
|OmniVista 421RMEA-bSO-An v| 4 b |Q
# Hardware ~ U Metwork Adapter
) "; Add Hardware
W BIOS Specify the configuration of the network adapter or remove the network adapter,
Book from CD Virtual switch:
[ Femory |Broadc0m Metxtreme Gigabit Ethernet #2 - Virtual Switch w
16354 MB Mot connecked
e D Processor Eroadcom Metxtreme Gigabit Ethernet #2 - Virkual Switch
8 Virtual processors || Enable virtual LAN identification

= I IDE Contraller 0

# (—a Hard Drive
ovnmse-4,2,1.R01-50.0-di....

= EE IDE Controller 1

% DVD Drive
More Bandwidth Management

z

= B SCSI Controller [] Enable bandwidth management

# & Hard Drive

ovnmse-4.2,1,R01-50,0-di..,
#  Mebwork Adapter

Broadcom Metxtreme Gigabit EL. .. 0
TICoM 1
Mone
= comz o
Mone

H Diskette Drive To remove the nebwork adapter From this virtual machine, click Remaove,
Mone

|L] Mame liﬁil Use alegacy network adapter instead of this network adapter ko perform a

Omnivista 421RO1EA-BS0-An ~ network-based installation of the guest operating system or when integration
¥ Integration Services services are not installed in the guest operating system,
Some services offered

13| Checkpaint File Location
CHProgrambatalMicrosoftiwin..

,, Smart Paging File Location
CHProgrambatalMicrosoftiwin.. . [

| Ok | | Caneel |

Once the Virtual Appliance is powered on, go to Completing the OmniVista 2500 NMS-E 4.3R1
Installation to complete the installation.

Remember, if you are installing a High-Availability configuration, you must deploy two (2) VMs —
one for the Active OmniVista Server (Node 1) and one for the Standby OmniVista Server (Node
2). Make sure to deploy both VMs before completing the OmniVista 2500 NMS-E 4.3R1
Installation.

Completing the OmniVista 2500 NMS-E 4.3R1 Installation

The sections below detail the final installation steps for a Standalone Installation and a High-
Availability Installation.

Standalone Installation

Follow the steps in the following sections to complete the OV 2500 NMS-E 4.3R1 Standalone
Installation.

1. Launch the Console for the new VM. The following screen will appear:
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Regenerating ssh host keys...

hoose OV Deployment Model
[1]1 Standalone Mode

[2]1 Cluster Mode

(=) Type your option:

2. Enter 1 and press Enter to perform a Standalone installation.

The Keyboard Layout prompt will appear. Press Enter if you do not want to change the default
keyboard layout, or enter y then press Enter to change the default keyboard layout.

onf igured Keyboard Layout: us
ould you like to configure new Keyboard Lagout [yinl (n): _

The password prompt appears.

Conf igure “cliadmin” password

'ouw must remember the new passwords in order to manage the Virtual Appliance and OmmiVista.
Length of new password must be >= 8 and <= 38 characters
Enter new password: _

3. Specify an administrative password, then re-enter to confirm the new password. Follow the
guidelines on the screen when creating the password.

Important Note: Be sure to store the password in a secure place. You will be prompted
for the password at the end of the installation. Lost passwords cannot be retrieved.

The OV IP address prompt appears.

e OU IP address is not available, please configure it
Press [Enter] to continue

4. Press Enter to set configure the OV IP address and mask.

Conf igure OV IFP

(%) Please input OV IPv4: 18.255.221.98
Please input subnet mask [255.255.255.81:
puld you like to configure:
IPv4: 18.255.221.98
subnet mask: 255.255.255.8
[yinl (yl: y
e conf iguration has been set
Press [Enter] to continue

5. Enter an IPv4 address.
6. Enter the IPv4 network mask.

7. Press Enter at the confirmation prompt, then press Enter to continue. The UPAM Portal and
IP Ports prompt appears.

onf igure UPAM Portal IP & Ports
[1] Configure new IP & Ports

[2]1 Disable UPAM Portal
(%) Type your option:
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8. Enter 1 and press Enter to configure the UPAM IP and Ports. If you are not managing a
wireless network and will not be using UPAM, enter 2 and press Enter.

If you select 1 in this step, UPAM IP and Ports configuration must be completed (Steps 9 — 10).
If you select 2, go to Step 11.

(=) Please input UPAM Portal IPv4: 1B8.255.221.91
Please input UPAM Portal HTTP port [B81:
Please input UPAM Portal HTTPS port [4431:

ould you like to configure:

UPAM Portal IF: 168.255.221.91
UPAM Portal HTTP port: 88
UPAM Portal HTTPS port: 443
[yinl (yl: y
he conf iguration has been set
Press [Enter] to continue

9. Enter a UPAM IP address and UPAM HTTP and HTTPS ports. The UPAM IP address can be
the same as the OV IP address or different. However, if you use a different IP address for
UPAM it is recommended that you use the default ports. If you do not use the default ports, the
ports should be >1024.

10. Press Enter at the confirmation prompt, then press Enter to continue.

11. The Memory Configuration Based on Network Size screen is displayed.

Memory Conf iguration Based on Network Size

hoose the number of devices:
[1]1 Low (lower than 5S588)

[Z2]1 Medium (S5HA-ZAAA)

[3]1 High (Z26888-5888)

[4]1 Very High (58688-18660)
(=) Type your option: 1
ould you like to set:
The number of devices: Low (lower than 588)
[yinl (y): y
he conf iguration has been set
Press [Enter] to continue

Select the number of devices OV 2500 NMS-E 4.3R1 will manage. To select a range, enter its
corresponding number at the command prompt (e.g., enter 1 for Low). Ranges include:

e Low (fewer than 500 devices, 15,000 wireless clients)

e Medium (500 to 2,000 devices, 30,000 wireless clients)

e High (2,000 to 5,000 devices, 1,000,000 wireless clients)

e Very High (5,000 to 10,000 devices, 1,000,000 wireless clients).

Press Enter; then enter y and press Enter at the confirmation prompt. Press Enter to display
the Configure the Virtual Appliance Menu.

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, Data Partitioning) is adequate for the number of devices you are managing; and make
sure the appropriate memory and disk space for the selected network size have been allocated
to the OmniVista VA. Insufficient memory or disk space for the chosen network size may cause
QV instability. For instance, if you allocate 16GB of memory for OV VA but configure the
network size to be Medium (500 — 2,000 devices) instead of Low (fewer than 500 devices), OV
may experience unexpected issues. Refer to Recommended System Configurations for details.
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= Conf igure The Uirtual Appliance

= [1]1 Help

= [2] Display Current Configuration

= [3] Configure OV IP & OV Ports

= [4] Configure UPAM Portal IP & Ports
= [5] Configure Default Gateway

= [6] Configure Hostname

= [?] Configure DNS Server

= [B]1 Configure Timezone

= [9]1 Configure Route

= [18] Configure Network 3ize

= [11] Configure Keyboard Layout

= [12] Configure NTF Client

= [13]1 Configure Proxy

= [14]1 Change screen resolutionm

= [15] Configure the other Metwork Cards
= [B] Exit Configuration Menu And Continue

(=) Type your option: _
12. Type 5 then press Enter to configure the Default Gateway.

Conf igure Default Gateway

(=) Please input defaut gateway w4: 18.255.221.254
ould you like to configure:
default gateway: 18.255.221.254
[yinl (yd:
he conf iguration has been set
Press [Enter] to continue

13. Enter an IPv4 default gateway IP address.

14. Press Enter at the confirmation prompt to set the gateway. Press Enter to continue and

return to the Configure the Virtual Appliance Menu.

= Conf igure The Virtual nAppliance

= [1] Help

= [Z2] Display Current Comfiguration

= [3] Configure OV IP & OV Ports

= [4] Conf igure UPAM Portal IP & Ports
= [5] Configure Default Gateway

= [6] Configure Hostname

= [?]1 Configure DNS Server

= [B]1 Configure Timezome

= [9]1 Configure Route

= [18] Configure Network Size

= [11] Configure Keyboard Layout

= [12] Configure NTP Client

= [13] Configure Proxy

= [14]1 Change screen resolution

= [15] Configure the other Network Cards
= [B] Exit Cowfiguration Menu find Continue

(%) Type your option: _

22

Part No. 060547-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R1 Installation and Upgrade Guide

15. Type 0 and press Enter to exit the menu and complete the installation. OmniVista will reboot
and display the current configuration. When the reboot is complete the OmniVista Login Screen
will appear.

entd3 Linux 7 (Core)
ernel 3.18.8-693.17.1.el7.x86_64 on an xB6_64

Product Name: Alcatel-Lucent Enterprise OmnilVista 2588 NMS 4.3R1 Ga

Build Number: 47

Patch Number: B8

Build Date: B5-16-2818
ponivista login: _

16. Log into the VM.
e omnivistalogin — cliadmin
¢ password — Enter the administrative password you created in Step 3.

After successful login, the Virtual Appliance Menu appears.

*

The Virtual fAppliance Menu

[11 Help

[2]1 Configure The Uirtual nAppliance
[3]1 RBun Watchdog Command

[4]1 Upgrade-Backup-Restore UA
[5]1 Change Password

[6]1 Logging

[?]1 Login Authentication 3Server
[8]1 Power Off

[9]1 Reboot

[18] Advanced Mode

[11]1 Set Up Optional Tools

[8]1 Log Out

k.3
k.3
k.3
k3
=+
=
*
*
*
k.3
k.3
k3

(=) Type your option:

If necessary, you can configure additional settings (e.g., Proxy, DNS) that may be required to
access OV 2500 NMS-E 4.3R1. For more information on configuring the VM, see Appendix B —
Using the Virtual Appliance Menu.

Note: OV 2500 NMS-E 4.3R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for upgrade software, Application Visibility Signature Files, and
ProActive Lifecycle Management. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. Otherwise, a Proxy should be configured
to enable OV 2500 NMS-E 4.3R1 to connect to these external sites (Port 443):

e ALE Central Repository — ovrepo.fluentnetworking.com
e AV Repository — epl.fluentnetworking.com

e PALM - palm.enterprise.alcatel-lucent.com

e Call Home Backend - us.fluentnetworking.com

17. After completing all required settings, verify that all services are running using the Run
Watchdog Command in the Virtual Appliance Menu. Select 3, then press Enter, then select 2
and press Enter to display the status of OmniVista Services. See Run Watchdog Command for
more details.
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18. Once all services are running, enter https://<OVServerlPaddress> in a supported browser to
launch OV 2500 NMS-E 4.3R1.

Note: If you changed the default HTTPs port (443) during VA configuration, you must enter
the port after the IP address (e.g., https://<OVServerlPaddress>:<HTTPsPort>).

19. The first time you launch OmniVista you will be prompted to activate the OmniVista License.
Import the license file (.dat) or enter the license key to activate the license. You can also
activate any additional licenses (e.g., Stellar APs, VM, BYOD) at this time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

High-Availability Installation

A High-Availability installation consists of a Cluster of two VMs (Node 1 and Node 2), with one
node acting as the Active OV Server (Node 1) and the other as a Standby OV Server (Node 2).
They are referred to as “Peer Nodes” in the installation process. If Node 1 fails, OmniVista will
automatically failover to Node 2.

Notes:

e The VMs (Node 1 and Node 2) must be on the same subnet.
e The Hypervisor's on which you are installing OmniVista must have the latest Network
Adaptor drivers:
e Hyper-V:
e Broadcom: Version b57nd60a.sys version 16.8 and later.
e HP: Version 16.8 and later.
e VMware:
e Broadcom: Version Tg3-3.133d.v55.1-101300361 and later.
e The recommended network bandwidth is 1Gbps. The recommended network latency is
1ms.

e You must have a High-Availability License to enable the High Availability Feature. After
you complete the installation, the first time you open OmniVista in a browser, you will be
prompted to activate the OmniVista License and the High-Availability License.

¢ As mentioned earlier, the High-Availability Feature is only supported on small networks
(“Low” - up to 500 devices). There is no step in the installation process to configure the
network size (as in the standalone installation). The network size is automatically
configured for a “Low” sized network.

To configure the Cluster, you will need three (3) IP addresses:

e Cluster IP Address — This is a virtual IP address that is used to communicate with the
network (and with the Active and Standby Nodes). It is the IP address you will enter in
the browser to bring up OmniVista. Basically, it is the OmniVista Server IP address. You
will use the same Cluster IP address when configuring each Node — the Active Node and
The Standby Node.
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¢ Node 1 - This is the physical IP address of the Active Node (Node 1).
o Node 2 — This is the physical IP address of the Standby Node (Node 2).

Important Note: Make sure to plan the Cluster IP address, Node IP addresses and Host
Names carefully and have them available for reference throughout the installation
process for both VMs (Node 1 and Node 2).

Configuring a High-Availability Cluster consists of the following steps:

1. Confiquring Node 1

2. Configuring Node 2

3. Initializing the Cluster

Configuring Node 1

1. Launch the Console for the Node 1 VM. The following screen will appear:

Regenerating ssh host keys. ..

hoose OV Deployment Model
[1] Standalone Mode

[2]1 Cluster Mode

(%) Type your option: _

2. Enter 2 (Cluster Mode) and press Enter to perform a High-Availability installation.

The Keyboard Layout prompt will appear. Press Enter if you do not want to change the default
keyboard layout, or enter y then press Enter to change the default keyboard layout.

onf igured Keyboard Layout: us
ould you like to configure new Keyboard Layout [yinl (n):

The password prompt appears.

Conf igure “cliadmin” password

ouw must remember the new passwords in order to manage the Virtuwal fAppliance and OmmiVista.
Length of new password must be »>= 8 and <= 38 characters
Enter new password: _

3. Specify an administrative password, then re-enter to confirm the new password. Follow the
guidelines on the screen when creating the password.

Important Note: Be sure to store the password in a secure place. You will be prompted
for the password at the end of the installation. Lost passwords cannot be retrieved.

The OV IP address prompt appears.

Conf igure OU IP and Hostname *

(%) Please input IPv4 address for ethB interface: _

4. Enter the IP address, subnet and hostname (e.g., ovl) for Node 1. Press Enter at the
Confirmation Prompt, then press Enter to continue.

Important Note: The hosthame must be in lower case letters (e.g., “ovl” not “OV1").
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Conf igure OU IP and Hostname

(=) Pleaze input IPvi address for ethB interface: 18.255.221.92
Flease input subnet mask [255.8.8.81: 255.255.255.8
Please input hostname [ommivistal: ovl

ould you like to configure eth@ interface:
IPv4 address: 18.255.221.92
Subnet mask: 255.255.255.8
Host name: owvl

[yinl (yd: _

The Peer Node IP address prompt appears.

Conf igure Peer Node’s Information

(=) Please input IPF of Peer Node: _

5. Enter the IP address and hostname for the Peer Node (this is the hosthame and IP address
of Node 2), then press Enter at the Confirmation Prompt. 1

Conf igure Peer Mode’s Information

(») Please input IP of Peer Node: 18.255.221.93
(%) Please input Hostname of Peer Node: ove
ould you like to to configure

IP of Peer Mode: 18.255.221.93

Hostname of Peer Node: ouZ
[yinl (yl:

The Cluster Name prompt appears.

Conf igure Cluster Name

(%) Please input Cluster Name: _

6. Enter a Cluster Name, then press Enter at the Confirmation Prompt.

Conf igure Cluster Mame

(%) Please input Cluster Name: oucluster

ould you like to configure:
Cluster Mame: oucluster
[yinl C(yl:

The Cluster IP address prompt appears.

Conf igure OU Cluster IP

(*) Please input OV Cluster IPv4 address: _

7. Enter a Cluster IP address and subnet, then press Enter at the Confirmation Prompt.
Remember, you will configure the same Cluster IP address for both Nodes in the Cluster.
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Conf igure OU Cluster IP

(=) Plea=se input OV Cluster IPv1 address: 18.255.221.98
Please input subnet mask [255.8.8.81: 255.255.255.8

ould you like to configure OV Cluster IP:
IPv4 address: 18.255.221.98
Subnet mask: 255.255.255.8

[yinl C(yl:

The configuration will complete.

Setting Up On This Node

Initializing network to support Cluster...
Initializing 05 to support Cluster...
Betting up OU services. ..
Preparing Sync-Data...
1iz could take some minutes to finish, please wait?
luster setting up is now completed.
Press [Enter] to continue

8. Press Enter to continue. The login prompt will appear.

ent03 Linux 7 (Core)
Kernel 3.18.8-693.17.1.el17.x86_64 on an x86_64

Product Mame: filcatel-Lucent Enterprisze Ommilista 2588 NMS 4.3R1 Gn
Build Number: 47

Patch Number: B

Build Date: B5-16-2818

omnivista login:

9. Log into the VM.

e omnivistalogin — cliadmin
e password — Enter the administrative password you created in Step 3.

After successful login, the HA Virtual Appliance Menu appears.

The HA Virtual Appliance Menu

[1]1 Help

[2] Initialize OV Cluster
[3]1 Configure Cluster

[4]1 Configure Current Node
[5]1 Bun Watchdog Command
[6]1 Upgrade- Backup-Restore Ui
[?] Logging

[8]1 Setup Optiomal Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[B8]1 Log Out

¥ ok ok % ok ok Kk % k k % %

(%) Type your option: _

The Node is configured, but you must still configure the Default Gateway.

10. Enter 4 (Configure the Current Node) and press Enter. The Configure Current Node Menu
appears.
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Conf igure Current NHode

[1]1 Help

[2]1 Display Current Node Configuration
[3]1 Configure Default Gateway

[4]1 Configure DNS Server

[5]1 Configure Timezone

[6]1 Configure Route

[?]1 Configure Keyboard Layout

[8]1 Configure NTP Client

[9]1 Configure Proxy

[18] Conf igure Screen Resolution
[111 Conf igure “cliadmin” Password
[1Z]1 Configure “root" Secret Text
[13]1 Conf igure Mongodb Password
[14] Configure IP & Hostname

[15] Extend Data Partitions

[A] Exit

¥ ok ok ok ok ok % ok ko k % ok % %k K ¥

(%) Type your option: _

11. Type 3 (Configure Default Gateway) and press Enter. The Configure Default Gateway
prompt appears.

Conf igure Default Gateway

(x) Plea=ze input defaut gateway wi:

12. Enter an IPv4 Default Gateway. Press Enter at the Confirmation Prompt, then press Enter
again to continue.

Conf igure Default Gateway

(=) Please input defaut gateway w4: 18.255.221.254
ould you like to configure:

default gateway: 18.255.221.254
[yinl (y): _

The following warning prompt will appear.

[Some services must be restarted for the change to take effect
ould you like to restart services now [yinl (y):

13. Press Enter to restart services and complete the Default Gateway configuration. The
services will restart and the Configure Current Node Menu will appear.
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Conf igure Current NHode

[1]1 Help

[2]1 Display Current Node Configuration
[3]1 Configure Default Gateway

[4]1 Configure DNS Server

[5]1 Configure Timezone

[6]1 Configure Route

[?]1 Configure Keyboard Layout

[8]1 Configure NTP Client

[9]1 Configure Proxy

[18] Conf igure Screen Resolution
[111 Conf igure “cliadmin” Password
[1Z]1 Configure “root" Secret Text
[13]1 Conf igure Mongodb Password
[14] Configure IP & Hostname

[15] Extend Data Partitions

[A] Exit

¥ ok ok ok ok ok % ok ko k % ok % %k K ¥

(%) Type your option: _

14. The configuration of Node 1 is complete. Configure Node 2 as described below.

Important Note: After configuring both nodes you must initialize the Cluster as detailed
below.

Configuring Node 2

1. Launch the Console for the Node 2 VM. The following screen will appear:

Regenerating ssh host keys...

hoose OU Deployment Model
[1] Standalone Mode

[2] Cluster Mode

(+) Type your option: _

2. Enter 2 (Cluster Mode) and press Enter to perform a High-Availability installation.

The Keyboard Layout prompt will appear. Press Enter if you do not want to change the default
keyboard layout, or enter y then press Enter to change the default keyboard layout.

onf igured Keyboard Layout: us
ould you like to configure new Keyboard Layout [yinl (n):

The password prompt appears.

Conf igure “"cliadmin" password

ou must remember the new passwords in order to manage the Virtwal Appliance and OmniVista.
Length of new password must be >= 8§ and <= 38 characters
Enter new password: _

3. Specify an administrative password, then re-enter to confirm the new password. Follow the
guidelines on the screen when creating the password.

Important Note: Be sure to store the password in a secure place. You will be prompted
for the password at the end of the installation. Lost passwords cannot be retrieved.

The OV IP address prompt appears.
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Conf igure OV IF and Hostname =

(%) Please input IPwt address for ethB interface: _

4. Enter the IP address, subnet and hostname (e.g., ov2) for Node 2. Press Enter at the
Confirmation Prompt, then press Enter to continue.

Important Note: The hosthame must be in lower case letters (e.g., “ov2” not “OV2").

Conf igure OV IP and Hostname

(=) Please input IPv4 address for ethB interface: 168.255.221.93
Please input submet mask [255.8.8.81: 255.255.255.8
Please input hostname [omnivistal: ovZ

puld you like to configure ethB interface:
IPv4 address: 18.255.221.93
Subnet mask: 255.255.255.8
Host name: ouvZ

[yinl (y): _

The Peer Node IP address prompt appears.

Conf igure Peer Node’s Information

(=) Please input IP of Peer NHode: _

5. Enter the IP address and hostname for the Peer Node (this is the Host Name and IP address
of Node 1), then press Enter at the Confirmation Prompt.

Conf igure Peer MNode's Information

(%) Please input IP of Peer Node: 18.255.221.92
(%) Please input Hostname of Peer Node: ovl
ould you like to to configure

IP of Peer Node: 18.255.221.92

Hostname of Peer Node: ovl
[yinl C(yd: _

The Cluster Name prompt appears.

Conf igure Cluster Name

(%) Please input Cluster MName: _

6. Enter the Cluster Name you entered when configuring Node 1 (e.g., ovcluster), then press
Enter at the Confirmation Prompt.

Conf igure Cluster Name

(%) Please input Cluster Mame: oucluster

ould you like to configure:
Cluster MName: oucluster
[yinl (yl:

The Cluster IP address prompt appears.
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Conf igure OV Cluster IP =

(%) Please input OU Cluster IPwv4 address: _

7. Enter the same Cluster IP address and subnet that you entered for Node 1, then press
Enter at the Confirmation Prompt.

Conf igure OV Cluster IP

(%) Please input OV Cluster IPv4 address: 18.255.221.98
Flease input subnet mask [255.8.8.81: 255.255.255.8

ould you like to configure OV Cluster IP:
IPv4 address: 18.255.221.98
Subnet mask: 255.255.255.8
[yinl C(yl:

The configuration will complete.

Setting Up On This Node

Initializing network to support Cluster...
Initializing 05 to support Cluster...
Betting up OU services. ..
Preparing Sync-Data...
1iz could take some minutes to finish, please wait?
luster setting up is now completed.
Press [Enter] to continue

8. Press Enter to continue. The login prompt will appear.

ent03 Linux 7 (Core)
Kernel 3.18.8-693.17.1.e17.x86_64 on an xB86_64

Product Mame: Alcatel-Lucent Enterprise OmnilVista 2588 NMS 4.3R1 Ga

Build Number: 47

Patch Number: B

Build Date: BA5-16.-2818
omnivista login:

9. Log into the VM.

e omnivistalogin — cliadmin

e password — Enter the administrative password you created in Step 3.
After successful login, the HA Virtual Appliance Menu appears.
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The HA Virtual Appliance Menu

[1]1 Help

[2] Initialize OV Cluster
[3]1 Configure Cluster

[4]1 Configure Current MNode
[5]1 Bun Watchdog Command
[6]1 Upgrade-Backup-Restore UA
[?] Logging

[8]1 Setup Optiomal Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

ok Kk ok % kK K % %k Kk % %

(*) Type your option: _

The Node is configured, but you must still configure the Default Gateway.

10. Enter 4 (Configure the Current Node) and press Enter. The Configure Current Node Menu
appears.

Conf igure Current Mode

[1]1 Help

[2]1 Display Current Node Configuration
[3]1 Configure Default Gateway

[4] Configure DNS Server

[5]1 Conf igure Timezone

[6]1 Conf igure Route

[?]1 Configure Keyboard Layout

[8]1 Configure NTP Client

[9]1 Configure Proxy

[18]1 Conf igure Screen Resolution
[11]1 Configure “cliadmin" Password
[12]1 Configure “root" Secret Text
[13]1 Conf igure Mongodb Password
[14]1 Configure IP & Hostname

[15] Extend Data Partitions

[A] Exit

X ok ok k ko k % % k K ok ok X % ¥ ¥

(=) Type your optiomn: _

11. Enter 3 (Configure Default Gateway) and press Enter. The Configure Default Gateway
prompt appears.

Conf igure Default Gateway

(x) Please input defaut gateway wi:

12. Enter an IPv4 Default Gateway. Press Enter at the Confirmation Prompt, then press Enter
again to continue.

Conf igure Default Gateway

(%) Please input defaut gateway wv4: 18.255.221.254

ould you like to configure:
default gateway: 18.255.221.254
[yinl (yd: _

The following warning prompt will appear.
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[Some services must be restarted for the change to take effect
ould you like to restart services now [yinl (y):

13. Press Enter to restart services and complete the Default Gateway configuration. The
services will restart and the Configure Current Node Menu will appear.

Conf igure Current Node

[1]1 Help

[2]1 Display Current MNode Configuration

[3]1 Configure Default Gateway

[4] Configure DNS Serwver

[5]1 Configure Timezone
Conf igure Route
Conf igure Keyboard Layout
Conf igure NTF Client
Conf igure Proxy
Conf igure 3creen Resolution
Conf igure “cliadmin” Password
Conf igure “root" Secret Text
Conf igure Mongodb Password
Conf igure IF & Hostname
Extend Data Partitions

[B] Exit

* ok K % ok K ok ok ok % % Kk %k % k X

(%) Type your optiom: _

14. The configuration of Node 2 is complete. To complete the installation, Initialize the Cluster
as detailed below.

Initializing the Cluster

After configuring both nodes, follow the steps below to initialize the Cluster. This will complete
the installation process and sync Nodes 1 and 2. It may take up to an hour to complete. This
must be done on Node 1 only, not both Nodes.

1. Log into Node 1. The HA Virtual Appliance Menu will appear.

The HA Uirtuwal fippliance Menu

[11 Help

[Z] Initialize OU Cluster
[3]1 Conf igure Cluster

[4]1 Conf igure Current Node
[5]1 Bun Watchdog Command
[6]1 Upgrade-Backup-Restore Un
[7?] Logging

[8]1 Setup Optional Tools
[9]1 Advance Mode

[18] Power Off

[11]1 Reboot

[B] Log Out

¥ ok K K ok ok ok ok % ¥ %k X

(=) Type your option:

2. Enter 2 (Initialize OV Cluster) and press Enter. The following prompt will appear.

Flease ensure following before continuing:
Both Un= are up
Both Unis can access/ping each other via OV IPs

Both UAs can access/ping each other via hostnames
ould you like to initialize OV Cluster now [yinl (nd:
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3. Enter y and press Enter. Press Enter at the next two prompts (n) to initialize the Cluster.

ould you like to re-configure Cluster IP [yinl (n):

ould you like to re-configure Peer Hode’s Information [yinl (nd: _

The initialization will begin and start synchronizing data between the two nodes.

Initialize OV Cluster (HA)

Doing some beginming steps...
reating Cluster IP...
Byncing Sync-Data...
1is could take a long time (between 38 mins and 1 hour) to finish, please wait!?

Initializing PostgreSQL service...

Initializing InfluxDB service...

Initializing Grafana service...

Initializing Telegraf service...

Doing some final steps...

Cluster initialization is now completed. Please wait until all OV processes are started, before atte
mpting to launch OV from web browser.

Press [Enter] to continue

Once initialization is complete (“Cluster initialization is now completed.”), press Enter to
continue. The HA Virtual Appliance Menu will appear.

= The HA Virtual Appliance Menu

Help
Show OV Cluster Status
Conf igure Cluster
Conf igure Current Node
Run Watchdog Command
Upgrade-Backup-Restore Ui
Logging
Setup Optional Tools
fidvance Mode

[18]1 Power Off

[11]1 Reboot

[A] Log Out

(=) Type your optiom:

4. Perform the following verification steps:

e Verify that all services are running on Node 1:
e (o to the Virtual Appliance Menu of Node 1.

e Enter 5 (Run Watchdog Command) then press Enter. Enter and press Enter to
display the status of OmniVista Services. See Run Watchdog Command for more
details.

e Check the Cluster status on Node 1.

e Go to the Virtual Appliance Menu of Node 1.

o Enter 2 (Show OV Cluster Status) the press Enter. See Show OV Cluster Status
for more information.
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Note: You can also use the Run Watchdog Command on Node 2 to check the services
status. Note that on Node 2, all services should be Running except ovnginx. It is the
expected behavior on Standby Node that ovnginx service will be “Stopped”.

5. Once all services are running, enter https://<ClusterlPaddress> in a supported browser to
launch OV 2500 NMS-E 4.3R1.

Note: If you changed the default HTTPs port (443) during VA configuration, you must enter
the port after the IP address (e.g., https://<ClusterlPaddress>:<HTTPsPort>).

6. The first time you launch OmniVista you will be prompted to activate the OmniVista License
and the High-Availability License. Import the license file (.dat) or enter the license key to activate
the licenses. You can also activate any additional licenses (e.g., Stellar APs, VM, BYOD) at this
time.

Important Note: It is highly-recommended that you change all default user passwords
(Admin, Netadmin, Writer, User) after logging into OmniVista for the first time. Go to the
User Management Screen (Security — Users & User Groups — User) to update the
passwords. Be sure to store the password(s) in a secure place. Lost passwords
cannot be retrieved.

Upgrading From OV 2500 NMS-E 4.2.2.R01 (MR2)

Follow the steps below to use the Upgrade option in the Virtual Appliance Menu to upgrade from
OV 2500 NMS-E 4.2.2.R01 MR2 to OV 2500 NMS-E 4.3R1. Remember, if you are upgrading
from an older version (3.5.7 or 4.2.2.R01 (MR1)), you must first upgrade to 4.2.2.R01 (MR2)
before upgrading to 4.3R1.

Remember, you can only upgrade to a standalone installation. The High-Availability Feature
requires a fresh installation of OV 2500 NMS-E 4.3R1.

Important Notes: Before beginning the upgrade:

e Take a VM Snapshot of the OmniVista VA.

e Move old OmniVista and switch backup files to external storage. (SFTP to OmniVista
using port 22 and “cliadmin” login to access the files.)

o Purge very old backup files by configuring the Backup Retention Policy
(Configuration - Resource Manager Settings).

o Ensure that there is enough free disk space for OmniVista. If necessary, move VM
Snapshots to free up space.

e You can also reduce the default Analytics purge settings for Top N Ports/Switches/
Applications/Clients to free up disk space (default settings are to purge data after 6
or 12 months). The purge will not happen immediately, OmniVista many take up to a
day to purge the older data, but it is recommended as a way to save disk space.

Note that OV 2500 NMS-E 4.3R1 makes an HTTPS connection to the OmniVista 2500 NMS
External Repository for software upgrades. If the OmniVista 2500 NMS Server has a direct
connection to the Internet, a Proxy is not required. If a Proxy has not been configured, select 2 -
Configure The Virtual Appliance on the Virtual Appliance Menu, then select 14 - Configure
Proxy.

It is recommended that you perform the upgrade directly from the VM Console. The upgrade
can take anywhere from 30 minutes to 4 hours depending on network speed, network size, and
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database size. If you access OmniVista remotely using an SSH client (e.g., putty), the client
should be configured to keep the session alive by sending periodic “keepalive” messages.

1. Open a Console on your existing Virtual Appliance (OV 2500 NMS-E 4.2.2.R01 MR2).

The Virtual Appliance Menu

[1]1 Help

[Z]1 Conf igure The Virtual Appliance
[3]1 Bun Watchdog Command

[4] Upgrade-Backup-Restore Un
[5]1 Change Password

[6]1 Logging

[7] Login Authentication Server
[8]1 Power Off

[9]1 Reboot

[18] fidvanced Mode

[11] 3et Up Optional Tools

[8] Log Out

LR N

(=) Type your option: _

2. On the Virtual Appliance Menu, select option 4 — Upgrade/Backup/Restore VA.

Upgrade Ui

[1]1 Help

[2]1 4.2.2 (Upgrade to Latest patch of Current Release, if any)
[3]1 4.3R1 (New Release)

[4] Enable Repository (Selected - ALE Central Repo)

[5]1 Configure Custom Repositories

[6]1 Configure “Update Check Interval" (Selected - Disabled)
[?]1 Backup-Restore OmnilUista 2588 NMS Data

[8]1 Exit

%k k %k % % k %

(=) Type your option: 4

3. Enter 5 and press Enter to configure a Custom Repository.

Note: You may skip creating Custom Repository and use the default “ALE Central Repo” if
you are sure that your OV 422 MR 2 installation was installed as a fresh installation and
not upgraded from a previous OmniVista release. If so, go to Step 10. If in doubt, you should
create a new Custom Repository.

= Conf igure Custom Repositories

= [1]1 Help
= [2]1 "Custom Repo 1" Repository

# [3] "Custom Repo 2" Repository
= [4]1 “"Custom Repo 3" Repository
= [A] Exit

(*) Type your option: _

4, Select a Custom Repository (e.g., 2 — “Custom Repo 1” Repository) and press Enter.

Note: The Custom Repository should be created with an unused custom repository from
the Configure Custom Repositories Menu option (e.g. “Custom Repo 1", “Custom Repo 2" or
“Custom Repo 3").
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5. Configure the repository as described below, then Enter y and press Enter to confirm the
configuration.

e Repository Name — OmniVista2500Repo

e Repository URL Host — ovrepo.fluentnetworking.com

e Repository URL Location — ov

urrent conf iguration
[Repository MHame:
[Repository URL host:
Repository URL location:
Repository Full URL:

Flease input Repository name [Custom Repo 11: OmniVista2S588Repo
(%) Please input Repository URL host: ovrepo.f luentnetworking.com
lease input Repository URL location : ow
ould you like to conf igure Repository with:
Name: OmniVistaZ58BRepo
URL host: owvrepo.fluentnetworking.com
URL location: ow
[yinl (y): _

6. Enter O and press Enter to exit to the Upgrade VA Menu.

Upgrade UA

[1]1 Help

[2]1 4.2.2 (Upgrade to Latest patch of Current Release, if any)
[3]1 4.3R1 (New Release)

[4]1 Enable Repository (Selected - ALE Central Repo)

[5]1 Configure Custom Repositories

[6]1 Configure “Update Check Interval" (Selected - Disabled)
[?]1 Backup-Restore OmnilVista 2588 NMS Data

[A]1 Exit

% Kk Kk % Kk k %

(=) Type your option: 4
7. Enter 4 and press Enter to bring up the Enable Repository Menu.

Enable Repository

[1]1 Help

[21 "ALE Central Repo" Repository (Selected)
[31 "DmmiVistaZ58ARepn” Repository

[4]1 "Custom Repo 2" Repository

[51 "Custom Repo 3" Repository

[61 "DfflineRepn"” Repository

[B] Exit

L BN A

(*) Type your option: _

8. Select the Custom Repository you just created (e.g., 3 — “OmniVista2500Repo” Repository)
and press Enter. Enter y and press Enter at the confirmation prompt. The Custom Repository
you enabled will be designated as “Selected”, as shown below.

37 Part No. 060547-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R1 Installation and Upgrade Guide

Enable Repository

Help
“"ALE Central Repo" Repository
"OmnilVistaZ5@ARepn” Repository (Selected)

"Custom Repo 2" Repository
"Custom Repo 3" Repository
"0f f 1ineRepo" Repository
Exit

(+) Type your option: _

9. Enter 0 and press Enter to exit to the Upgrade VA Menu.

‘ Upgrade Un

‘ [1]1 Help
[2]1 4.2.2 (Upgrade to Latest patch of Current Release, if any)
[3]1 4.3R1 (New Release)
[4]1 Enable Repository (Selected - OmmiVistaZ5B@BRepo)
[5]1 Configure Custom Repositories
[6]1 Configure “"Update Check Interval"” (Selected - Disabled)
[7?]1 Backup-Restore OmnilVista 2588 NMS Data
[B] Exit

koK ok % K ok % %

(%) Type your option:
I

10. Enter 3 - 4.3R1 (New Release) and press Enter to bring up the Upgrade Systems Options
Menu.

Upgrade 3ystem Options

[1]1 Help

[2] Dowmload and Upgrade

[3]1 Dowmload Only

[4] Upgrade from downloaded package
[A] Exit

(%) Type your option: _

11. Enter 2 — Download and Upgrade to begin the upgrade. Information on the current
installation is displayed and OmniVista checks the Repository for the latest upgrade packages.
Enter y and press Enter at the Confirmation Prompt to upgrade to OV 4.3R1.
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Getting upgrade information for 4.3R1...
pgrade information for 4.3R1

! CustomRepol_4.3R1

! Alcatel-Lucent Enterprise Ommilista 25688 NMS-E

. http:-/rsenterprise.alcatel-lucent.com ?product=0m iVistazZ58BNetworkManagementSystemiam
:page=overview
License : ALE USA Inc.
Description @ Alcatel-Lucent Enterprize Ommilizta 2588 NMS-E

ou have chosen to upgrade to latest build of 4.3R1 release. FPlease refer to Release NHotes and Inst
llation Guide of the new release before continuing with this upgrade
Do you want to continue with wpgrade now ?[yinl (n):

Note: If a new version (patch) of OV 4.2.2 (MR2) is available, you will be prompted to install
the latest version before upgrading to OV 4.3R1. Enter y and press Enter at the
Confirmation Prompt to install the latest version. When that installation is complete, enter y
and press Enter at the Confirmation Prompt to upgrade to 4.3R1.

Note: The upgrade usually takes between 30 minutes to one hour to complete. But, it may
take 3 - 4 hours based on network speed, OmniVista network size and OmniVista data size.

Note: “no such file or directory” error messages may appear during the upgrade process.
These can be ignored. Allow the upgrade process to complete.

Note: If you are unable to connect to the repository, you will receive the following error
message: “Please check the connectivity of your repository configuration”. Configure the
Proxy and/or DNS Settings and try again. Proxy and DNS configuration is available in the
Configure The Virtual Appliance Menu (from the Virtual Appliance Menu, select 2 -
Configure The Virtual Appliance to access the menu).

12. When the installation is complete, the following message will appear “Complete! Operation
is successful”. Press Enter to continue, then press Enter to reboot the VM.
omp lete?t

Operation is successful
Press [Enterl to continue

he Uirtual Appliance has to be restarted for applying new changes
Fress [Enter] to continue

13. The reboot process will take several minutes. When the reboot is complete, log into the VM
and verify the upgrade.

o Verify that the Build Number is correct.

e (o to the Virtual Appliance Menu and select option 2 — Configure the Virtual
Appliance, then select option 2 — Display the Current Configuration to view the
current Build Number. See Display Current Configuration for more details.

e Verify that all services have started.

e From the Configure the Virtual Appliance Menu, select option 0 — Exit to go to The
Virtual Appliance Menu.
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e Select option 3 — Run Watchdog Command, then select option 2 — Display Status
of All Services. See Run Watchdog Command for more details.

14. Once all services are running, enter https://<OVServerlPaddress> in a supported browser to
launch OV 2500 NMS-E 4.3R1. 2

Important Notes for Stellar APs:

If your network includes Stellar APs, you must upgrade these devices to AWOS 3.0.3.x
after completing the OmniVista upgrade. Use the Resource Manager Upgrade Image
Screen (Configuration — Resource Manager — Upgrade Image) to upgrade Stellar APs.
The AWOS Image Files are available on the Service and Support Website.

Also note that if you are upgrading from a previous build and your network has more
than 256 Stellar APs, you must re-apply your VA memory setting after completing the
OmniVista upgrade as described below.

1. Go to VA Main Menu. Select 2 - Configure the Virtual Appliance.

2. Select 2 - Display Current Configuration to verify your currently-configured network
size (e.g., Low, Medium, High).

3. Select 10 - Configure Network Size, then select 2 - Configure OV2500 Memory.

4. Select your current memory configuration (e.g., 1 - Low). Press y at the confirmation
prompt, then press Enter to continue.

5. At the Watchdog Service prompt, press y, then press Enter to restart Watchdog
Services.
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Appendix A — Installing Virtual Box

If you are deploying OV 2500 NMS-E 4.3R1 on a standalone Windows or Linux machine, you
must first install Virtual Box on the machine. Virtual Box is available as a free download.

Go to https://www.virtualbox.org/wiki/Downloads. Click on the applicable download link (e.g.,
Windows Hosts). The sections below provide procedures for installing Virtual Box on Windows
or Linux Hosts. See the Oracle VM Virtual Box documentation for additional information.

Supported Hosts
Virtual Box runs on the following host operating systems:

e Windows Hosts:
e Windows Vista SP1 and later (32-bit and 64-bit).
o Windows Server 2008 (64-bit)
o Windows Server 2008 R2 (64-bit)
o Windows 7 (32-bit and 64-bit)
e Windows 8 (32-bit and 64-bit)
e Windows 8.1 (32-bit and 64-bit)
e Windows 10 RTM build 10240 (32-bit and 64-bit)
e Windows Server 2012 (64-bit)
e Windows Server 2012 R2 (64-bit).

e Linux Hosts (32-bit and 64-bit):
e Ubuntu 10.04 to 15.04
e Debian GNU/Linux 6.0 ("Squeeze") and 8.0 ("Jessie")
e Oracle Enterprise Linux 5, Oracle Linux 6 and 7
¢ Redhat Enterprise Linux 5, 6 and 7
e Fedora Core/ Fedora 6 to 22
e Gentoo Linux
e 0penSUSE 11.4,12.1,12.2,13.1
¢ Mandriva 2011.

Installing Virtual Box on Windows Hosts

The Virtual Box installation can be started by double-clicking on the downloaded executable file
(contains both 32- and 64-bit architectures), or by entering:

VirtualBox.exe —extract

on the command line. This will extract both installers into a temporary directory in which you will
find the usual .MSl files. You can then perform the installation by entering:

msiexec /1 Virtual Box-<version>-MultiArch_<x86]amd64>.msi

In either case, this will display the installation welcome dialog and allow you to choose where to
install Virtual Box to and which components to install. In addition to the Virtual Box application,
the following components are available:
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e USB Support:

e This package contains special drivers for your Windows host that Virtual Box
requires to fully support USB devices inside your virtual machines.

o Networking

e This package contains extra networking drivers for your Windows host that Virtual
Box needs to support Bridged Networking (to make your VM's virtual network cards
accessible from other machines on your physical network).

e Python Support

e This package contains Python scripting support for the Virtual Box API. For this to
work, a working Windows Python installation on the system is required.

The Virtual Box 5.2.x Setup Wizard will guide you through the installation. Depending on your
Windows configuration, you may see warnings about "unsigned drivers", etc. Please allow these
installations as otherwise Virtual Box might not function correctly after installation.

With standard settings, Virtual Box will be installed for all users on the local system; and the
installer will create a "Virtual Box" group in the Windows "Start" menu which allows you to
launch the application and access its documentation.

Installing Virtual Box on Linux Hosts

Virtual Box is available in a number of package formats native to various common Linux
distributions. In addition, there is an alternative generic installer (.run) which should work on
most Linux distributions.

Note: If you want to run the Virtual Box graphical user interfaces, the following packages
must be installed before starting the Virtual Box installation (some systems will do this for
you automatically when you install Virtual Box):

e Qt4.8.0 or higher;
e SDL 1.2.7 or higher (this graphics library is typically called 1ibsdl or similar).

Specifically, Virtual Box, the graphical Virtual Box manager, requires both Qt and SDL.
VBoxSDL, our simplified GUI, requires only SDL. If you only want to run VBoxHeadless,
neither Qt nor SDL are required.

Installing Virtual Box From a Debian/Ubuntu Package

Download the appropriate package for your distribution. The following examples assume that
you are installing to a 32-bit Ubuntu Raring system. Use dpkg to install the Debian package:

sudo dpkg -1 virtualbox-5.0_5.2_.x_Ubuntu_raring_i386.deb

You will be asked to accept the Virtual Box Personal Use and Evaluation License. Unless you
answer "yes" here, the installation will be aborted.

The installer will also search for a Virtual Box kernel module suitable for your kernel. The
package includes pre-compiled modules for the most common kernel configurations. If no
suitable kernel module is found, the installation script tries to build a module itself. If the build
process is not successful, a warning is displayed and the package will be left unconfigured. In
this case, check /var/log/vbox-install. log to find out why the compilation failed. You
may have to install the appropriate Linux kernel headers.
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After correcting any problems, enter sudo rcvboxdrv setup to start a second attempt to
build the module. If a suitable kernel module was found in the package or the module was
successfully built, the installation script will attempt to load that module.

Once Virtual Box has been successfully installed and configured, you can start it by selecting
"Virtual Box" in your start menu or from the command line.

Using the Alternative Installer (VirtualBox.run)
The alternative installer performs the following steps:
e It unpacks the application files to the target directory, Zopt/Virtual Box/, which
cannot be changed.

¢ It builds the Virtual Box kernel modules (vboxdrv, vboxnetflt and vboxnetadp)
and installs them.

e ltcreates /sbin/rcvboxdrv, an init script to start the Virtual Box kernel module.
e It creates a new system group called vboxusers.

e |t creates symbolic links in Zusr/bin to a shell script (/opt/Virtual Box/VBox)
which does some sanity checks and dispatches to the actual executables, Virtual
Box, VBoxSDL, VBoxVRDP, VBoxHeadless and VboxManage.

e ltcreates Zetc/udev/rules._d/60-vboxdrv.rules, a description file for udev, if
that is present, which makes the USB devices accessible to all users in the vboxusers

group.
e It writes the installation directory to Zetc/vbox/vbox.cfg.

The installer must be executed as root with either install or uninstall as the first

parameter.

sudo ./VirtualBox.run install

If you do not have the "sudo" command available, run the following as root instead:
-/VirtualBox.run install

Then put every user requiring access to USB devices from Virtual Box guests into the group
vboxusers, either through the GUI user management tools or by running the following
command as root:

sudo usermod -a -G vboxusers username

Note: The usermod command of some older Linux distributions does not support the -a
option (which adds the user to the given group without affecting membership of other
groups). In this case, determine the current group memberships using the groups
command and add these groups in a comma-separated list to the command line after the -G
option (e.g., usermod -G groupl,group2,vboxusers username.)

Performing a Manual Installation

If, for any reason, you cannot use the shell script installer described previously, you can also
perform a manual installation. Invoke the installer by entering:

-/VirtualBox.run --keep --noexec

A-3 Part No. 060547-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R1 Installation and Upgrade Guide

This will unpack all the files needed for installation in the install directory under the current
directory. The Virtual Box application files are contained in VirtualBox. tar.bz2 which you
can unpack to any directory on your system. For example:

sudo mkdir Zopt/Virtual Box

sudo tar jxf _/install/VirtualBox.tar.bz2 -C /opt/Virtual Box
or as root:

mkdir Zopt/Virtual Box

tar jxf ./install/VirtualBox.tar.bz2 -C /Zopt/Virtual Box

The sources for VirtualBox's kernel module are provided in the src directory. To build the
module, change to the directory and issue the following command:

make

If everything builds correctly, issue the following command to install the module to the
appropriate module directory:

sudo make install

If you do not have sudo, switch the user account to root and enter:
make install

The Virtual Box kernel module needs a device node to operate. The above make command will
tell you how to create the device node, depending on your Linux system. The procedure is
slightly different for a classical Linux setup with a /dev directory, a system with the now
deprecated devfs and a modern Linux system with udev.

On certain Linux distributions, you might experience difficulties building the module. You will
have to analyze the error messages from the build system to diagnose the cause of the
problems. In general, make sure that the correct Linux kernel sources are used for the build
process. Note that the /dev/vboxdrv kernel module device node must be owned by root:root
and must be read/writable only for the user.

Next, you will have to install the system initialization script for the kernel module:
cp /opt/Virtual Box/vboxdrv.sh /sbin/rcvboxdrv

(assuming you installed Virtual Box to the Zopt/Virtual Box directory) and activate the

initialization script using the right method for your distribution, you should create VirtualBox's
configuration file:

mkdir /etc/vbox
echo INSTALL_DIR=/opt/Virtual Box > /etc/vbox/vbox.cfg

and, for convenience, create the following symbolic links:

In -sf /opt/Virtual Box/VBox.sh Zusr/bin/Virtual Box
In -sf /opt/Virtual Box/VBox.sh Zusr/bin/VBoxManage
In -st /opt/Virtual Box/VBox.sh Zusr/bin/VBoxHeadless
In -st /opt/Virtual Box/VBox.sh Zusr/bin/VBoxSDL
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Appendix B — Using the Virtual Appliance Menu

To access the Main Virtual Appliance Menu for a VM, launch the Console. (In vCenter, this can
be done by right-clicking on the VM in the Navigation Tree and selecting Open Console.) The
login prompt is displayed.

Note: You can also access the Virtual Appliance Menu by connecting via SSH using port
2222, user cliadmin, and password set when deploying VA (e.g., ssh
cliadmin@192.160.70.230 —p 2222).

ent03 Linux 7 (Core)
Kernel 3.18.8-327.el?.xB6_64 on an xB86_64

Product Name: Alcatel-Lucent Enterprize Ommillista 2588 HMS 4.2.2.R81 GA

Build Number: 88

Patch Mumber: @

Build Date: d@8.-84.-2817
omnivista login: _

1. Enter the login (cliadmin) and press Enter.

2. Enter the password and press Enter. The password is the one you created when you first
launched the VM Console at the beginning of the installation process. The Virtual Appliance
Menu is displayed.

The Virtual Appliance Menu

[1]1 Help

[2]1 Conf igure The Uirtual Appliance
[3]1 Bun Watchdog Command

[4]1 Upgrade-Backup-Restore Un

[5]1 Change Password

[6]1 Logging

[?]1 Login Authentication Server
[8]1 Power Off

[9]1 Reboot

[18]1 Advanced Mode

[11]1 Set Up Optional Tools

[B] Log Out

e e e e e e e e e e e e T S e e e e e e e e e e e e e ]
The Virtual Appliance Menu provides the following options:

e 1-Help

e 2 - Configure the Virtual Appliance

e 3 - Run Watchdog Command

e 4 - Upgrade/Backup/Restore VA

e 5 - Change Password

e 6 -Llogging

e 7 -Login Authentication Server

e 8- Power Off

e 9 -Rebhoot

e 10 - Advanced Mode

e 11 - Set Up Optional Tools
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e 0-logOut
For information on these menu options, refer to the sections below.

Help
Enter 1 and press Enter to bring up help for the Virtual Appliance Menu.

Configure the Virtual Appliance

The “Configure the Virtual Appliance” menu provides the following options:
e 1-Help
e 2 - Display Current Configuration
e 3 - Configure OV IP & OV Ports
e 4 - Configure UPAM Portal IP & Ports
o 5 - Configure Default Gateway
e 6 - Configure Hosthame
e 7 - Configure DNS Server
e 8 - Confiqure Timezone
e 9 - Configure Route
e 10 - Configure Network Size
e 11 - Configure Keyboard Layout
o 12 — Update OmniVista Web Server SSL Certificate
e 13 - Enable/Disable AP SSL Authentication
e 14 - Configure NTP Client
e 15 - Configure Proxy
e 16 - Change Screen Resolution
e 17 - Configure the Other Network Cards
e (- Exit

]

= Conf igure The Uirtual aAppliance

= [11 Help
= [2] Display Current Configuration

= [3]1 Configure OU IP & OV Ports

= [4]1 Configure UPAM Portal IP & Ports

* Conf igure Default Gateway

b Conf igure Hostname

b Conf igure DNS Server

= Conf igure Timezone

* Conf igure Route

= [18] Conf igure Network Size

= [11]1 Conf igure Keyboard Layout

= [12]1 Update OmniVista Web Server SSL certificate
= [13]1 Enable-Disable AF SSL Authentication

= [14]1 Conf igure NTP Client

= [15] Conf igure Proxy

= [16]1 Change screen resolution

= [17]1 Conf igure the other Metwork Cards

= [B] Exit

* ok kK ok ok K ok ok ok K %k k ok % K k X

(%) Type your option: _
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Help
Enter 1 and press Enter to bring up help for the Configure The Virtual Appliance Menu.

Display Current Configuration

Enter 2 and press Enter to display the current VA configuration. Press Enter to return to the
Configure The Virtual Appliance Menu.
L e o B o o o o B o BE oo o oo BB o oo B o o B o B Mo o B o B o B o B o B o5 Mo o B M BB o o B o BB o

Current configurat

Product Mame: Alcatel-Lucent Enterprise OmmiVista Z588 NMS 4.3R1 Ga
Build Humber: 49
Patch Number: 8@
Build Date: B5-25-20818
A Uersion: 3.8.12.28
PAM Version: 3.8.38.43

U IPv4 Address: 18.255.221.78

etMask: 255.255.255.4

U Leb HTTF Port: 8@

OU Leb HTTPS Port: 443

PAM Portal IPv4 Address: 18.255.221.71
PAM Portal Web HTTF Port: 88

PAM Portal Web HTTPS Port: 443
Default Gateway wi: 18.255.221.254
pstname: ommivista

DNS Server 1: 1A.255.128.121

imezone: America-Los_fingeles

ludata LUM Size: 255G
lvdata LUM fAivailable (Free) Space: 255G

etwork Size: Low (lower than 588) devices

Configure OV IP & OV Ports

1. If you want to re-configure the OV IP address and Ports, enter 3 and press Enter.

Conf igure OU IFP

lease input 0U IPwv4 [18.255.221.191:
lease input subwnet mask [255.255.255.81:

puld you like to configure:

IPv4: 108.255.221.19

subnet mask: 255.255.255.8
[yinl Cy):

2. Enter an IPv4 IP address and subnet mask.
3. Enter y at the confirmation prompt and press Enter to confirm the settings.

4. After configuring the OV IP address, configure the OV ports.
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T Ty
Conf igure OU Ports

Please input OV Web HTTP port [8H]1:
Pleaze input OV Leb HTTPS port [4431:

ould you like to configure:
OV Web HTTF Fort: 8@
OV Web HTTPS Port: 443
[yinl (y):

5. At the prompt, enter an HTTP value and press Enter. Enter an HTTPS value and press
Enter.

e HTTP Port (Valid range: 1024 to 65535, Default = 80)
e HTTPS Port (Valid range: 1024 to 65535, Default = 443)

Note: You can press Enter to accept default values. New port values must be unique
(i.e., they must differ from any previously-configured ports).

6. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

After entering values and confirming, you must restart all services for the changes to take effect.
Use the Restart All Services option in the Run Watchdog command in the Virtual Appliance
Menu.

Important Note: If you change the OV IP address in the VA Menu, the network is NOT
touched. For wired devices, you must reconfigure the sFlow receiver, policy server, and
SNMP trap station. After changing the IP Address of the OV Server, you must manually
push configurations from various applications (Analytics, Policy View QoS, and Naotification
applications respectively) to inform the network about the new location of the OV Server. For
Stellar APs, you must reconfigure the DHCP Server, and reapply WLAN Services and
Global Configurations in Unified Access.

Configure UPAM Portal IP & Ports
1. Enter 4 and press Enter to bring up the Configure UPAM Portal IP & Ports Menu.

o e e R e
Conf igure UPAM Portal IP & Ports

[1] Configure new IF & Ports
[2] Di=zable UPAM Portal
[B] Exit

2. Enter 1 and press Enter to configure the IP address and Ports.

Flease input UPAM Portal HTTP port [BB1: 88
Please input UPAM Portal HTTPS port [4431: 443
ould you like to configure:

UPAM Portal IP: 1A8.225.221.21

UPAM Portal HTTF port: 88
UPAM Portal HTTPS port: 443
[yinl (y): y
he conf iguration has been set
Press [Enter] to continue

3. Enter a UPAM IP address and UPAM HTTP and HTTPS ports. The UPAM IP address can be
the same as the OV IP address or different. However, if you use a different IP address for
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UPAM it is recommended that you use the default ports. If you do not use the default ports, the
ports should be >1024.

4. Enter y at the confirmation prompt and press Enter to confirm the settings.

5. At the prompt, enter an HTTP value and press Enter. Enter an HTTPS value and press
Enter.

e HTTP Port (Valid range: 1024 to 65535, Default = 80)
e HTTPS Port (Valid range: 1024 to 65535, Default = 443)

6. Enter y and press Enter at the confirmation prompt. You will be prompted to restart the
Watchdog Service for the change to take effect.

7. Once Watchdog has restarted, enter 0 and press Enter to return to the Configure the Virtual
Appliance Menu.

Configure Default Gateway

1. Enter 5 and press Enter to configure default gateway settings.

Conf igure Default Gateway

(=) Please input defaut gateway wi: 18.255.221.254
ould you like to configure:

default gateway: 18.255.221.254
[yinl (y): y
he conf iguration has been set
Press [Enter]l to continue

2. Enter an IPv4 default gateway.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Hostname

1. The default Hosthname is omnivista. If you want to change the default Hostname, enter 6
and press Enter.

Conf igure Hostname

Please input hostname [omnivistal:
ould you like to configure:

hostname: ommivista
[yinl (ylr: y
he conf iguration has been set
Press [Enterl to continue

2. Enter a hostname.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.
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Configure DNS Server
1. Enter 7 to specify whether the VM will use a DNS Server.

2. If the VM will use a DNS server, enter y, then press Enter. Enter the IPv4 address for Server
1 and Server 2, if applicable.

S S S S S S S S S S S S S S S S S S S S S o S S S S S S S S S S S S S S S S S S S S S S S S S oS S S WSS S
Conf igure DNS Serwver

ould you like to use dns servers [yinl (n): y
(=) Please input dns server 1: 192.168.78.226

ould you like to use dns server Z [yinl (nd: y
(=) Please input dns =zerver 2: 192.168.1.3

puld you like to configure:
dns =server 1: 192.168.78.226
dns =erver Z£: 192.168.1.3
[yinl (yl: y
e configuration has been set
Press [Enter] to continue

Note: If n (No) is selected, all DNS Servers will be disabled. If y is selected, after DNS
servers are set, you may be prompted to restart ovclient service if it was already running.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You will be prompted to restart the OV Client Service for the change to
take effect.

Configure Timezone

1. Enter 8 and press Enter to begin setting up the time zone; then confirm by typing y at the
prompt.

2. Select the region for the VM by entering its corresponding numeric value (e.g., 10).

oo o oo oo oo oo JoE oo oo oo oo oo oo oo oo oo oo oo oo o oo oo oo - JoE oo oo B B M
Conf igure Timezome

opuld you like to configure Timezone of system [yinl (nd: y
Please identify a location so that time zonme rules can be set correctly.

Please select a continent or ocean.

4) Arctic Ocean ?) Australia 1A) Pacific Ocean
?) Americas 5) fA=zia 8) Europe
[3) Antarctica 6) Atlantic Ocean 9) Indian Ocean

3. Select a country within the region by entering its corresponding numeric value (e.g., 25).
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Please select a country.
Chile Northern Mariana Islands
Cook Islands Palau
Ecuador Papua New Guinea
Fi ji Pitcairn
French Polynesia Samoa (American)
Guam Samoa (western)
Kiribati Solomon Islands
Marshall Islands Tokelau
Micronesia Tonga
Nauru Tuwva lu
New Caledonia United States
New Zealand US minor outlying islands
Niue Vanuatu
Norfolk Island Wallis & Futuna

Eastern Time

Eastern Time - Michigan - most locatioms

Eastern Time - Kentucky - Lowisville area

Eastern Time - Kentucky - Wayme County

Eastern Time Indiana - most locations

Eastern Time Indiana - Daviess, Dubois, Knox & Martin Counties
Eastern Time Indiana - Pulaski County

Eastern Time Indiana - Crawford County

Eastern Time Indiana - Pike County

Eastern Time Indiana - Switzerland County

Central Time

Central Time Indiana - Perry County

Central Time Indiana - Starke County

Central Time - Michigan - Dickinson, Gogebic, Iron & Menominee Counties
Central Time - Morth Dakota - Oliver County

Central Time - Morth Dakota - Morton County (except Mandan area)
Central Time - Morth Dakota - Mercer County

Mountain Time

Mountain Time - =south Idaho & east Oregon

Mountain Standard Time - Arizona (except Mava jol

Pacific Time

Pacific Standard Time - Ammette Island, Alaska

Alaska Time

filaska Time - filaska panhandle

Alaska Time - zoutheast Alaska panhandle

Alaska Time - Alaska panhandle neck

filaska Time - west Alaska

Aleutian Islands

Hawaii

5. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Route
1. If you want to add a static route from the VM to another network enter 9 and press Enter.

2. Add an IPv4 route by entering 3 at the command prompt.
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Conf igure Route

[1]1 Help

[Z2]1 Show Current Routes
[3]1 Add Route 4

[4] Del Route w1

[A]1 Exit

3. Enter the subnet, netmask and gateway.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Network Size

1. At the Main Menu prompt, enter 10 and press Enter to begin configuring a Network Size.

Conf igure Network Size

[1]1 Help
[2]1 Conf igure OUZ588 Memory

[3]1 Configure Swap File
[4] Extend Data Partition
[B] Exit

2. You can re-configure OV 2500 NMS-E 4.3R1 memory settings by selecting option 2. Select
an option (e.g., Low, Medium, High) based on the number of devices being managed and press
Enter. Enter y and press Enter at the confirmation prompt. You will be prompted to restart the
Watchdog Service for the change to take effect.

3. Configure Swap file by selecting option 3.

e 1-Show Current Swap Files - Enter 1 and press Enter to display information about
any configured Swap Files.

e 2-Add Swap File - Enter the size of the Swap File in MB (Range = 1 - 4096). Enter y
and press Enter at the confirmation prompt.

e 3-Delete Swap File - Select the Swap File you want to delete and press Enter. Enter y
and press Enter at the confirmation prompt.

4. Configure Data Partition by selecting option 4.

By default, OV 2500 NMS-E 4.3R1 is patrtitioned as follows: HDD1:50GB and HDD2:256GB. If
you are managing more than 500 devices it is recommended that you increase the provisioned
hard disk.

Important Note: Make sure that your VA configuration (e.g., Hypervisor Processor, OV VA
RAM, Data Partitioning) is adequate for the number of devices you are managing; and make
sure the appropriate memory and disk space for the selected network size have been
allocated to the OmniVista VA. Insufficient memory or disk space for the chosen network
size may cause OmniVista instability. For instance, if you allocate 16GB of memory for OV
VA but configure the network size to be Medium (500 — 2,000 devices) instead of Low
(fewer than 500 devices), OmniVista may experience unexpected issues. Refer to
Recommended System Configurations for details.
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Configure Keyboard Layout

1. Enter 11 and press Enter to specify a keyboard layout.

Conf igure Keyboard Layout

e available keyboard layouts will be showm (press [gl to exit view mode)
Press [Enter] to continue

2. Press Enter to see the list of keyboard layouts.

3. Enter g and press Enter to quit the view mode. At the prompt, enter a keyboard layout then
press Enter. Enter y at the confirmation prompt and press Enter.

Please input keyboard layout [usl:

puld you like to =set:

keyboard layout: us

[yinl (yd: _

The table below lists all supported keyboard layouts.

amiga-de amiga-us atari-uk-falcon atari-se

atari-us atari-de pt-olpc es-olpc
sg-latinl hu sg fr_ CH
de-latin1-nodeadkeys fr_CH-latin1 de-latinl de_CH-latinl
cz-us-gwertz sg-latin1-1k450 croat slovene
sk-prog-qwertz sk-qwertz de cz

wangbe wangbe2 fr-latin9 fr-old

azerty fr fr-pc be-latinl
fr-latinO fr-latinl tr_f-latin5 trf-fgGlod
backspace ctrl applkey keypad

euro2 euro eurol windowkeys
unicode se-latinl cz-cpl250 il-heb
ttwin_cplk-UTF-8 pt-latinl rud ruwin_ct_sh-CP1251
ruwin_alt-KOI8-R no-latinl pl1 cz-lat2

ni2 mk es-cp850 bg-cp855

by uk pl ua-cpl251
pt-latin9 sk-qwerty se-lat6 bg_bds-cp1251
ruwin_cplk-UTF-8 br-abnt la-latin1 sr-cy
ruwin_ctrl-CP1251 ua dk ru-yawerty
mk-cp1251 ruwin_cplk-KOI8-R kyrgyz defkeymap V1.0
se-fi-lat6 ruwin_ctrl-UTF-8 ro fi
sk-prog-qwerty trq fi-latin9 gr

ru3d us ruwin_ct_sh-KOI8-R nl

ro_std ttwin_alt-UTF-8 trf ruwin_alt-UTF-8
it-ibm il by-cp1251 it

emacs fi-latin1 pcl110 bg_bds-utf8
tralt defkeymap bg_pho-utf8 ua-ws

cf hul01 bg pho-cpl1251 se-ir209
ttwin_ctrl-UTF-8 cz-lat2-prog br-latin1-us mKk-utf
cz-qwerty ruwin_cplk-CP1251 ttwin_ct_sh-UTF-8 rul
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ruwin_ctrl-KOI8-R ru-ms no us-acentos
pl2 sv-latinl br-latin1-abnt2 et
ru-cpl251 ruwin_alt-CP1251 ru it2
It.14 ua-utf bywin-cp1251 bg-cp1251
ru_win emacs2 dk-latinl kazakh
br-abnt2 es pl4 mkO
is-latinl is-latin1-us il-phonetic fi-old
et-nodeadkeys jp106 It ru2
ruwin_ct_sh-UTF-8 pt se-fi-ir209 gr-pc
It.baltic tr_g-latin5 pl3 ua-utf-ws
bashkir no-dvorak dvorak-r dvorak
ANSI-dvorak dvorak-I mac-euro mac-euro2
mac-fr_CH-latinl mac-us mac-de-latinl mac-be
mac-es mac-pl mac-se mac-dvorak
mac-fi-latinl mac-template mac-dk-latinl mac-de-latinl-
nodeadkeys
mac-fr mac-pt-latinl mac-uk mac-it
mac-de_CH sunt4-no-latinl sunts-cz-us sundvorak
sunt5-de-latinl sunt5-us-cz sunt5-es sunt4-fi-latinl
sunkeymap sunt4-es sunt5-ru sunt5-uk
sun-pl sunt5-fr-latinl sunt5-fi-latinl sun-pl-altgraph

4. Press Enter to return to the Configure The Virtual Appliance Menu.

Update OmniVista Web Server SSL Certificate

To update the OmniVista Web Server SSL Certificate, you must first generate a *.crt and *.key
file and use an SFTP Client to upload the files to the VA. Make sure the destination directory is

erysﬂ.

e SFTP User: cliadmin
e SFTP Password: <password when deploying VA>

e SFTP Port: 22

1. Enter 12 and press Enter.

2. Choose a certificate file (.crt) and enter y and press Enter. Choose a private key file (.key)
and enter y and press Enter.
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e R T R R R R R R A R R S
Update Omnillista Web Server 35L certificate

Available certificate(s)

[1] ov _server.crt
[B] Exit

(+) Type your option: 1
puld you like to use this certificate?
[1] ov_server.crt

[yinl (nd: y

fAivailable private key(s)

[1]1 ov_server.key
[B] Exit

(=) Type your option: 1

puld you like to wuse this private key?
[1]1 ov_server.key

[yinl (n):

Enable/Disable AP SSL Authentication

Enables/Disables AP SSL Authentication. By default, AP SSL Authentication is enabled.
However, you may want to disable it if there is a problem with the SSL Certificate. Enter 13 and
press Enter. The current status will be displayed (Enabled/Disabled). Follow the prompts to
enable or disable AP SSL Authentication. Once services have started/stopped, press Enter to
return to the Configure the Virtual Appliance Menu.

Configure NTP Client

1. Enter 14 and press Enter to configure an NTP Server.

e S e e S e S S e S S S S S S S S S e S S S S S S S S S S S S S S S S S S S S S S S e S S S S S S e S S S S S S S S S S S S S S S
Conf igure NTP Client

Help
Conf igure NTP Server IP

Status NTP Client
Disable NTP Client
Enahle NTP Client
Exit
[FOCFEIEN NN I RN RN PN RE N PR NE N PERE B NN PEE MM MR NN EE BRI RN NN RN N N PN MR M N NP MR NN MR M e e

2. Enter 2 and press Enter.
3. Enter the IP address of the NTP Server and press Enter.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You can enable the server when you create it, or enable it at a later
time using option 5.

Configure Proxy

OV 2500 NMS-E 4.3R1 makes an HTTPS connection to the OmniVista 2500 NMS External
Repository for upgrade software, Application Visibility Signature Files, and ProActive Lifecycle
Management. If the OV 2500 NMS-E 4.3R1 Server has a direct connection to the Internet, a
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Proxy is not required. Otherwise, a Proxy should be configured to enable OV 2500 NMS-E
4.3R1 to connect to these external sites (Port 443):

e ALE Central Repository — ovrepo.fluentnetworking.com

e AV Repository — epl.fluentnetworking.com

e PALM - palm.enterprise.alcatel-lucent.com

e Call Home Backend - us.fluentnetworking.com

1. Enter 15 and press Enter to specify whether the VM will use a Proxy Server. Enter 2 and
press Enter to configure a Proxy Server.

Conf igure Proxy

[1]1 Help

[Z2] Setup Proxy
[3]1 EnableDisable Proxy
[B] Exit

2. If the VM will use a proxy server, enter the Proxy Server IP address, along with the port (e.g.,
8080).

Proxy is not set

(%) Please input proxy IP: 18.255.10.88
(+) Plea=ze input proxy port: 8H8H
Pleaze input proxy username :

ould you like to configure proxy with:
IP: 18.255.18.88
Port: 8680
Username :
Password:
[yinl (yl:

15
Note: If n (No) is selected, all proxy servers will be disabled.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

4. Enter 3 and press Enter to enable the Proxy.

Change Screen Resolution

1. Enter 16 and press Enter to configure the VA screen resolution.

Change screen resolution

[1]1 8HBxbBA

[2]1 1824768
[3]1 1288x1824
[B] Exit

2. Select a screen resolution and press Enter. Enter y and press Enter y at the confirmation
prompt. You will be prompted to restart the VA for the settings to take effect.

3. Enter y and press Enter at the confirmation prompt to restart the VA.
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Configure the Other Network Cards

1. Enter 17 and press Enter to configure additional Network Cards on the Virtual Appliance.

= Configure the other Network Cards

Choose the number of network card to configure:
[1] ethl

[B8]1 Exit

(=) Type your option: 1

(#) Please input IPvd for ethl: 18.1.18.214

Pleaze input subnet mask [255.8.8.8]1: 255.255.255.8
Would you like to configure:
IPvi: 1A.1.18.214
subnet mask: £55.255.255.8
[yinl C(y): y
The configuration has been set
Press [Enter] to continue

2. Enter the number of the network card you want to configure (e.g., 1 ethl) and press Enter.
3. Enter an IPv4 IP address and mask.
4. Enter y and press Enter at the confirmation prompt.

To add another network card using the VA Menu, the card must exist in the Hypervisor. If
necessary, add a new Network Adapter in the VM Settings in the Hypervisor.

Important Note: The new adapter must be the same Adapter Type as first NIC. In other
words, ethl, ethO should be same type.
Exit

Enter 0 and press Enter to return to the Virtual Appliance Menu.

Run Watchdog Command

The Watchdog command set is used to start and stop managed services used by OV 2500
NMS-E 4.3R1. If you stop certain framework services (e.g., ActiveMQ, Apache Tomcat) or a
service that these services depend on, the web server will shut down, and you will have to
restart the service manually. You will receive a warning prompt whenever you try to shut down
one of these services.

To access the Watchdog CLI Command Menu, enter 3 at the command prompt. The following
displays:

Run Watchdog Command

Help

Display Status Of All Services
Start All Services

Stop All Serwvices

Restart fAll Services
Start a Service
Stop a Service
Start Watchdog
Shutdown Watchdog
Exit
AR s s s e s

The following options are available:
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o Display Status Of All Services - Displays the status of all of the services used by
OmniVista (Running/Stopped). To display the status for all services just once (Default),
Enter n and press Enter at the "Continuous Status" Prompt (or just press Enter). The
status will be displayed and you will be returned to the Run Watchdog Command Menu.
To run and display continuous status checks for all services, enter y then press Enter at
the "Continuous Status" Prompt. To stop the display and return to the Run Watchdog
Command Menu, enter Ctrl C.

e Start All Services - Starts all services. Enter y and press Enter at the confirmation
prompt.

e Stop All Services - Stop all services. Enter y and press Enter at the confirmation
prompt.

e Restart All Services - Stop and restart all services. Enter y and press Enter at the
confirmation prompt.

e Start a Service - Starts a single service. Enter the service name at the prompt and
press Enter. At the "Start Tree" option, enter y and press Enter to start all dependent
services; enter n if you do not want to start dependent services. Press Enter at the
confirmation prompt to start the service(s).

e Stop a Service - Stops a single service. Enter the service name at the prompt and press
Enter. At the "Stop Tree" option, enter y and press Enter to stop all dependent services;
enter n if you do not want to stop dependent services. Press Enter at the confirmation
prompt to stop the service(s).

e Start Watchdog - Starts the Watchdog Service, which starts all services.
¢ Shutdown Watchdog - Stops the Watchdog Service, which stops all services.

Upgrade VA

The Upgrade VA command set is used to display information about the currently-installed
OmniVista 2500 NMS software, upgrade OmniVista software, configure the OV Build
Repository, and backup/restore OV software. OV software and updates are stored on an
external repository (ALE Central Repository). By default, the OV Virtual Appliance points to the
ALE Central Repository, which contains the latest builds and software updates. If a proxy has
been configured, make sure to configure the proxy to connect to the external repository.

Note: If you have configured and enabled a Custom Repository, you must select option 4 —
Enable Repository, and enable the ALE Custom Repository to access the latest software.

*

Upgrade Un

[1]1 Help

[2] To 4.3R1 (Upgrade to Latest patch of Current Release, if any)
[3]1 To New Release

[4] Enable Repository (Selected - ALE Central Repo)

[5]1 Configure Custom Repositories

[6]1 Configure “Update Check Interval" (Selected - Disabled)
[?]1 Backup-Restore OmnilVista 2588 NMS Data

[B]1 Exit

¥k ok kK %k % ¥ X

(») Type your option:

The following options are available:

e To 4.3R1 (Upgrade to Latest Patch of Current Release, if any) - Displays information
about the currently-installed OmniVista NMS software (e.g., Release Number, Build
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Number). It also checks for, and displays information about, any available updates. If an
update is available, the update information is displayed and the user is prompted select
whether or not to upgrade to the latest OV software. Select an option and press Enter to
display information about the currently-installed OmniVista NMS software and
download/upgrade an available update.

o Download and Update - OV displays information about the currently-installed
OmniVista NMS software, checks for available updates and downloads and installs
the update, if available.

e Download Only - OV displays information about the currently-installed OmniVista
NMS software, checks for available updates and downloads the update, if available.

e Upgrade from a Download Package - If you have previously downloaded an
update but have not yet installed it, OV will install the downloaded update.

Note: You can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available.

To New Release - Upgrade to a new release. The options and processes are the same
as above (“To 4.3R1 Upgrade to Latest Patch of Current Release, if any”). Note that if a
new version of the current release is available, you will be prompted to install the latest

version of the current release before upgrading to the new release.

Enable Repository - Enable an OV Build Repository. This is the repository that
OmniVista 2500 NMS will use to retrieve OV upgrade software. Select a repository from
the list, enter y and press Enter at the confirmation prompt to enable the repository.
Only one (1) repository can be enabled at a time.

Configure Custom Repositories - Configure a custom repository. By default, the OV
Virtual Appliance points to the external ALE Central Repository, which contains the latest
OV software. However, you can configure up to three (3) custom repositories. Select a
repository (e.g., [1] "Custom Repo 1" Repository) and press Enter. Complete the fields
as described below, then enter y and press Enter at the confirmation prompt:

e Repository Name - User-configured repository name.

e Repository URL Host - The IP address of the custom repository (e.g.,
192.168.70.10).

e Repository URL Location - The directory location of the upgrade software (e.g.,
repo/centos)

e Repository Full URL - Is automatically completed by OV after confirming the
configuration.

Only one (1) repository can be enabled at a time. The user is responsible for ensuring
that the custom repository contains the latest OV software.

Configure Update Check Interval - Configure how often the OmniVista 2500 NMS
Server will check the OV Build Repository for updates. You can perform a check
immediately or schedule the check to be performed at regular intervals. The results of
the scheduled checks are displayed on the Welcome Screen.

e Check Now - Run the Update Check Task immediately and displays the results.
Enter 2 and press Enter. If an update is available, the update information is
displayed and the user is prompted select whether or not to upgrade to the latest OV
software. If an upgrade is available, enter y and press Enter to install the upgrade.
Note that you can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available. Also note that if a new release is available

B-15 Part No. 060547-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R1 Installation and Upgrade Guide

(e.g., RO1 to R0O2), and do not have the latest RO1 software patches installed, you
will first be prompted to install the latest RO1 patches, and will then be prompted to
install RO2.

Check Daily/Weekly/Monthly - Run the Update Check Task at the configured
intervals and displays the results on the Welcome Screen. Select an interval and
press Enter. Enter y and press Enter at the confirmation prompt.

Disable (Default) - Disable the Update Check Task. Enter 6 and press Enter. Enter
y and press Enter at the confirmation prompt.

e Backup/Restore OV2500 NMS Data - Backup/Restore OmniVista 2500 NMS data. The
following options are available:

Configure Backup Retention Policy - Configure the maximum number of days that
you want to retain backups (Range = 1 — 30, Default = 7), and the maximum number
of backups that you want to retain (Range = 1 — 30, Default = 5). Backup files are
automatically deleted based on the Backup Retention Policy.

Backup Now - Perform an immediate backup. Enter an optional name for the
backup (default = ov2500nms) and press Enter. Enter y and press Enter at the
confirmation prompt. When the backup is complete, it will be stored in the “backups”
Directory (/opt/OmniVista_2500 NMS/data/file_server/cliadmin/backups) with the
backup name and the date and time of the backup (<base name>_<yyyy-MM-dd--
HH-mm>.bk). If you do not enter a name, the backup will be stored as ov2500nms-
yyyy-MM-dd--HH-mm>.bk.

Schedule Backup - You can schedule an automatic backup to begin at a specific
time and repeat at a specific daily interval. Enter a time for the backup to begin
(HH:mm format) and press Enter. Enter the time between backups (Range = 1 — 30
Days, Default = 1) and press Enter. You can change the backup schedule at any
time.

Note: Scheduled backups utilize the Task Scheduler (Windows) and Cron Job
(Linux) utilities. If necessary, these utilities can be used to modify a scheduled
backup.

Note: Backup files are automatically deleted based on the Backup Retention
Policy. Monitor and maintain the Backup Directory to optimize disk space.

Restore - Select a backup and press Enter. Enter y and press Enter at the
confirmation prompt and press Enter.

Note: You can only perform a restore using a backup from the same release
(e.g., you can only restore a 4.3R1 configuration using a 4.3R1 Backup File).
OmniVista will not allow you to perform a restore using a backup from a previous
release.

Note: If you want to perform a restore using a 4.3R1 Backup File residing on a
different system, you must change the OV IP address/ports and UPAM IP
address/ports of the system on which you are performing the restore to match
the OV IP address/ports and UPAM IP address/ports of the system from which
the backup file was taken before performing the restore. After the restore is
complete, you can use the Configure The Virtual Appliance Menu (Option 4 -
Configure OV IP & OV Ports) to return the restored system to its original OV IP
address/ports and UPAM IP address/ports.
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For example, if you want to use a backup file on System A to perform a restore
on the System B, you must change the OV IP address/ports and UPAM IP
address/ports of System B to the OV IP address/ports and UPAM IP
address/ports of System A before performing the restore. After the restore is
complete, you can use the Configure The Virtual Appliance Menu (Option 4 -
Configure OV IP & OV Ports) to change the OV IP address/ports and UPAM IP
address/ports on System B back to their original configuration.

e View Backup Configurations - View the backup retention policies. The policies are
configured using Option 2 — Configure Backup Retention Policy. Note that if you
have not configured a Backup Retention Policy, the “Maximum Backup Retention
Days” and Maximum Backup Retention Files” fields will show “-1".

Change Password

You can change the Virtual Appliance cliadmin password and/or mongo database password.

0o e oo oo aE o JaE o - SnE 0o o300 aE oo o e om0 JaE o M-S JnE- o oS00 o JnE oo o oo oI JaE o W JaE- o - SnE- 0o e JaE o e -
Change Password

Help
Change “cliadmin" Password

Change Mongo Database Password

Change Root Password

Change FTP serwver Password

Exit
e e e e e e e e e e e e e e e e e e e e e e e )
To change the VA cliadmin password, enter 2, then press Enter. At the prompts, enter the
current password, then enter the new password.

To change the mongo database password, enter 3, then press Enter. You have two options
when changing the mongo database password.

(=) Type your option: 3
ou must remember the new passwords in order to manage the Mongodhb.
Press [Enter] to continue

ould you like to change password for
[11 Mongo administrator
[Z]1 Ngnms application user
Provide your option [1 OR Z1:

Enter 1 to change the mongo administrator password. Enter 2 to change the application user
password. At the prompts, enter the current password, then enter the new password.

To change the password of the “root” user of the VA enter 4, then press Enter. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

To change the password of the “ftp” user of the VA, enter 5, then press Enter. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

Logging

You can view OV 2500 NMS-E 4.3R1 Logs using the “Logging” option. Enter 6, then press
Enter.
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oot JaE o e JaE oo a0 JaE W aE oo aE- 0o o JnE- oo o oo e SnE- 0o o oo aEJnE- o e mEaE a0 o JaEJnE- oo oo a0 Jo e Ja Mo
Conf igure Logging

[11 Help

[2]1 Change Log Level

[31 Collect Log Files

[4]1 Collect JUM Information
[B] Exit

The following options are available:

e Change Log Level - Changes the logging level for OV services. Enter the number
corresponding to the OV service for which you want to change the logging level (e.g. 13
- ovsip) and press Enter. Enter the number corresponding to the package for which you
want to change the logging level (e.g. 1 - com.alu.ov.ngms.sip.service) and press Enter.
Enter the number corresponding to the log level you want to set (e.g., 2 - DEBUG) and
press Enter.

e Collect Log Files - Collects all log files from a specific date to the current date. Enter
the date from which you want to collect log files in dd-MM-yyyy format (e.g., 10-15-2018)
and press Enter. When finished, a "Collecting completed" message is displayed. The log
files are stored in a zip file in the "logs" Directory with the date and time the logs were
collected appended to the file name (e.g., ovlogs-15-10-2018 12-04-18.zip). SFTP to
the VA using the "cliadmin" username and password to view the log files (Port 22).

e Collect JVM Information - Collects and archives Java Virtual Machine (JVM)
information. Enter y and press Enter at the confirmation prompt to collect JVM
information. When finished, a "Collecting completed" message is displayed along with
the JVM information file name. The file is stored in the "jvm-info" directory with date and
time the file was created collected appended to the file name (e.g., jvm -info-02018-10-
15-12-08-43.jar). SFTP to the VA using the "cliadmin" username and password to view
the log file (Port 22).

Login Authentication Server

The Login Authentication Server is used to view/change the OV 2500 NMS-E 4.3R1 Login
Authentication Server.
oo oSS oo BB oo oo oo oo ST oo o oS-SS B o0

Login Authentication Server

[11 Help

[Z2]1 Current Login Authentication Server
[31 Change Login Authentication Server to local
[A] Exit

Enter 2 and press Enter to display the current Login Authentication Server. If the server is
remote, the IP address is displayed. If the server is local, "local" is displayed.

If the current Login Authentication Server is a remote server, enter 3 and press Enter to change
the Login Authentication Server to "local". Enter y and press Enter at the confirmation prompt.

Power Off

Before powering off the VM, you must stop all OV 2500 NMS-E 4.2.2.R01services using the
Stop All Services option in the Run Watchdog Command. After all the services are stopped,
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enter 8 at the command line to power off the VM. Confirm the power is off by entering y. The
power off may take several minutes to complete.

Note: OV 2500 NMS-E 4.3R1 functions stop running following power off. The VM must be
powered back on via the VMware client software and you must log back into the VM via the
console.

Reboot

Before rebooting the VM, you must stop all OV 2500 NMS-E 4.3R1 services using the Stop All
Services option in the Run Watchdog Command. After all services are stopped, enter 9 at the
command line to reboot the VM. Confirm reboot by entering y. The reboot may take several
minutes to complete. When rebooted, you will be prompted to log in through the cliadmin user
and password prompts. Note that OV 2500 NMS-E 4.3R1 functions continue following reboot.

Advanced Mode

Advanced Mode enables you to use read-only UNIX commands for troubleshooting. Enter 9,
then press Enter to bring up the CLI prompt. Enter exit and press Enter to return to the Virtual
Appliance Menu. The following commands are supported:

e /usr/bin/touch

e /usr/bin/mktemp

e /usr/bin/dig

e /usr/bin/cat

e /usr/bin/nslookup

e /usr/bin/which

e /usr/bin/less

e /usr/bin/tail

e /usr/bin/vi

e /usr/bin/tracepath

e /usr/bin/tty

e /usr/bin/systemctl

e /usr/bin/grep

e /usr/bin/egrep

e /usr/bin/fgrep

e /usr/bin/dirname

e /usr/bin/readlink

e /usr/bin/locale

e /usr/bin/ping

e /usr/bin/traceroute

o /usr/bin/netstat

e /usr/bin/id

e /usr/bin/ls

o /usr/bin/mkdir

e /usr/shin/ifconfig
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e /usr/sbin/route

e /usr/shin/blkid

e /usr/sbin/sshd-keygen
e /usr/sbin/consoletype
e /usr/sbin/ntpdate

e /usr/sbin/ntpq

e /usr/bin/ntpstat

e /usr/bin/abrt-cli

e /usr/sbin/init

e /usr/sbin/tcpdump

e /bin/mountpoint

Set Up Optional Tools

The Setup Optional Tools command set is used to install/upgrade Hypervisor Optional Tools
Packages.

s
Optional Tool Of Supervisors Memu

[11 Help

[2] UMware Tools

[3]1 VirtualBox Guest Additions

[4]1 Hyper-U Linux Integration Services
[B]1 Exit

Enter the number corresponding to the Hypervisor you are using (2 - VMWare, 3 - Virtual Box,
4 - Hyper-V) and press Enter. Information about available packages is displayed. If a new
package is available, enter y and press Enter at the "Would you like to install the package"
prompt. The package will automatically be downloaded from the OV Repository and installed
(this may take several minutes). When the "Installation Complete" messaged is displayed, press
Enter to continue. Press Enter again to restart the Virtual Appliance.

Log Out

To log out of the VM and return to the cliadmin login prompt, enter 0 at the command line.
Confirm logout by entering y. Note that OV 2500 NMS-E 4.3R1 functions continue following
logout.
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Appendix C — Using the HA Virtual Appliance Menu

To access the High-Availability (HA) Virtual Appliance Menu for a VM, launch the Console. The
login prompt is displayed.

Note: You can also access the Virtual Appliance Menu by connecting via SSH using port
2222, user cliadmin, and password set when deploying VA (e.g., ssh
cliadmin@192.160.70.230 —p 2222).

The menus are the same for both Nodes in the Cluster. With the exception of the specific
Cluster Menus (Show OV Cluster Status, Configure Cluster and Configure Current Node), any
configurations you perform (e.g., Watchdog commands, Upgrade/Backup/Restore commands)
are executed on the Node you are logged into.

entDS Linux 7 (Core)
Kernel 3.18.8-693.17.1.el?.x86_64 on an x86_64

Product Name: filcatel-Lucent Enterprise Ommilista 2588 NMS 4.3R1 En

Build Number: 31
Patch Number: A
Build Date: B3-38-2818

1. Enter the login (cliadmin) and press Enter.

2. Enter the password and press Enter. The password is the one you created when you first
launched the VM Console at the beginning of the installation process. The Virtual Appliance
Menu is displayed.

= The HA Virtual Appliance Menu

¥

[1]1 Help

[Z] Show OV Cluster Status

[3]1 Conf igure Cluster

[4] Conf igure Current MNode
Run Watchdog Command
Upgrade-Backup-Restore UA
Logging
Setup Optional Tools
fidvance Mode

[18]1 Power Off

[111 Reboot

[B] Log Out

Ead
-
Ead
Ead
Ead
Ead
Ead
-
Ead
Ead
Ead
Ead

¥ K K K % ok K K K % % X

(%) Type your option: _

The HA Virtual Appliance Menu provides the following options:
e 1—Help
e 2 —Show QV Cluster Status
e 3 — Configure Cluster
e 4 — Configure Current Node
e 5 — Run Watchdog Command
e 6 — Upgrade/Backup/Restore VA

e 7 —Logging
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e 8 — Setup Optional Tools
e 9 — Advance Mode
e 10— Power Off
e 11 — Reboot
e 0-—LogOut
For information on these menu options, refer to the sections below.

Help
Enter 1 and press Enter to bring up help for the HA Virtual Appliance Menu.

Show OV Cluster Status

The Cluster Status Screen displays information about the High-Availability Cluster, including
Node IP address, Role and Status. The status will display and the HA Virtual Appliance Menu
will return.

Cluster Status:
Node Hostname Ip Address Role Status
Current owvl 18.255.221.92 Active Online

Peer ove 18.255.221.93 Online
Data sync:

Configure Cluster

Enter 3 and press Enter to configure the Cluster. The settings you configure in this menu are
applied to both Nodes in the Cluster. Note that Cluster settings (Menu Items 3 — 8) can only be
configured on the Active Node.

= Conf igure Cluster

[1] Help

[2]1 Display Cluster Configuration

[3]1 Conf igure Cluster IP

[4] Configure OV Ports

[5]1 Configure UPAM Portal Ports

[6]1 Configure OV SSL Certificate

[?7]1 Enable-Disable AP SSL Authenticationm
[8]1 Configure FTP Password

[9]1 Configure Login Authentication Server
[18] Preferred fictive Node

[11]1 Manual Failover

[12]1 Cluster Error Check

[13]1 Configure Peer Node's Information
[14] Enable Maintenance Mode

[A]1 Exit

E.3
>
E.3
k.3
E.3
k.3
E
k.3
E
E
E
E
E
E
>

ok ok ok ok ok ok %k ok ok ok ok % ok X%

(%) Type your option: _

The following options are available:

1-Help
2 - Display Cluster Configuration

3 — Confiqure Cluster IP
4 - Configure OV Ports
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5 — Configure UPAM Portal Ports

6 - Configure OV SSL Certificate

7 — Enable/Disable AP SSL Authentication
8 - Configure FTP Password

9 — Configure Login Authentication Server
10 — Preferred Active Node

11 — Manual Failover

12 — Cluster Error Check

13 — Configure Peer Node’s Information

14 Enable Maintenance Mode
0 — Exit

Help

Enter 1 and press Enter to bring up help for the Configure Cluster Menu.

Display Cluster Configuration

Enter 2 and press Enter to view information about the Cluster, including Node information,
HTTP/HTTPS port information and proxy information.

= Cluster Configuration

Cluster name: ovcluster
Cluster IP: 18.255.221.98

Current node IP: 18.255.221.92
Current node hostname: owvl
Peer node IP: 1H8.255.221.93
Peer node hostname: ove

0V Web HTTP Port: 88
0V Web HTTPS Port: 443

UPAM Fortal Web HTTF Port: 8888
UPAM Fortal Web HTTPS Port: 8443

Proxy Status: Disabled
Proxy is not set

Configure Cluster IP

Enter 3 and press Enter to configure the Cluster IP address and subnet. You will be prompted
to restart services for the change to take effect. Note that if you reconfigure the Cluster IP
address you will have to make the applicable network updates.

C-3 Part No. 060547-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R1 Installation and Upgrade Guide

= Conf igure Cluster IP

Please input OV Cluster IPwl address [18.255.221.981:
Please input subnet mask [255.8.8.81: 255.255.255.8
Would you like to configure OV Cluster IP:

IPvd address: 18.255.221.98

Subnet mask: 255.255.255.8
[yinl (y):

Configure OV Ports
Enter 4 and press Enter to configure the OmniVista Web HTTP/HTTPS ports.

= Conf igure OV Ports

Please input 0OV Web HTTP port [881:
Please input OU Web HTTPS port [4431:
Would you like to configure:

0V Web HTTP Port: 88

OV Leb HTTPS Port: 443
[yinl (y): _

Configure UPAM Portal Ports

Enter 5 and press Enter to configure the UPAM Portal Ports. You will be prompted to restart
services for the change to take effect.

= Conf igure UPAM Portal Ports

Please input UPAM Portal HTIP port [88881:
Please input UPAM Portal HTTPS port [B4431:

Would you like to configure:
UPAM Portal HTTP port: 8688
UPAM Portal HTTPS port: 8443
[yinl C(yl:

Configure OV SSL Certificate

To update the OmniVista Web Server SSL Certificate, you must first generate a *.crt and *.key
file and use an SFTP Client to upload the files to the VA. Make sure the destination directory is
“keys”.

e SFTP User: cliadmin

e SFTP Password: <password when deploying VA>
e SFTP Port: 22

1. Enter 6 and press Enter.

2. Choose a certificate file (.crt) and enter y and press Enter. Choose a private key file (.key)
and enter y and press Enter.
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e R T R R R R R R A R R S
Update Omnillista Web Server 35L certificate

Available certificate(s)

[1] ov _server.crt
[B] Exit

(+) Type your option: 1
puld you like to use this certificate?
[1] ov_server.crt

[yinl (nd: y

fAivailable private key(s)

[1]1 ov_server.key
[B] Exit

(=) Type your option: 1

puld you like to wuse this private key?
[1]1 ov_server.key

[yinl (n):

Enable/Disable AP SSL Authentication

Enables/Disables AP SSL Authentication. By default, AP SSL Authentication is enabled.
However, you may want to disable it if there is a problem with the SSL Certificate. Enter 7 and
press Enter. The current status will be displayed (Enabled/Disabled). Follow the prompts to
enable or disable AP SSL Authentication. Once services have started/stopped, press Enter to
return to the Configure the Virtual Appliance Menu.

Configure FTP Password

Enter 8 and press Enter to configure an FTP password for the Node. At the prompt, enter the
old password, then enter and confirm the new password. You will be prompted to restart
services for the change to take effect.

Configure Login Authentication Server

Enter 9 and press Enter to view/change the OmniVista Login Authentication Server.

= Login Authentication Server

= [1]1 Help

= [Z2] Current Login Authentication Serwver

= [3] Change Login Authentication Server to local
= [B] Exit

(+) Type your option: _

Preferred Active Node

Enter 10 and press Enter to change the preferred Active Node. The Preferred Active Node is
the Node that will be set following a system failure. When the system returns, the Preferred
Active Node will be the Active Node when the system returns.
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Select 1 to clear the current Active Node. This will remove the current Preferred Active Node
setting, meaning there will be no Preferred Active Node in the case of a system failure. If no
Preferred Active Node is set, the system will decide on the Active Node following a system
failure. By default, no Preferred Active Node is set.

Select 2 or 3 to change the current Active Node. Enter y and press Enter at the Confirmation
Prompt to clear the current Preferred Active Node and set the new one.

= Preferred Active Node

Current Preferred Node:

Choose Your Optiom
[1]1 Clear Preferred Active MNode

[2]1 Set Preferred Active Node: ouvl
[3]1 Set Preferred Active Node: ouZ
[B] Exit

(=) Type your option: _

Manual Failover

Enter 11 and press Enter to manually initiate a failover to the Inactive Node. The current
Inactive Node will become the Active Node. The process can take several minutes.
Cluster Error Check

Enter 12 and press Enter to display any Cluster Errors.

Configure Peer Node’s Information

Enter 13 and press Enter to change the IP address and Hostname of the Peer Node. It is not
recommended to re-configure the Peer Node once a cluster is initialized. If you change the
configuration, you must take a backup of OmniVista and contact Customer Support to re-
configure the Cluster.

Enable Maintenance Mode

Enter 14 and press Enter to enable Maintenance Mode to perform an upgrade on the VMs
(Node 1 and Node 2). You only have to execute the command on one of the nodes. It will then
be enabled on both Nodes. To upgrade the Nodes:

1. Enable Maintenance Mode.

2. Perform the upgrade on Node 1 (do not restart Node 1)

3. Perform the upgrade on Node 2.

4. Restart both Nodes.

5. Disable Maintenance Mode (you only have to execute the command on one Node).
Exit

Enter 0 and press Enter to exit to the Configure Cluster Menu and return to the HA Virtual
Appliance Menu.
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Configure Current Node

Enter 4 and press Enter to configure the Current Node (the Node that you are logged into).

*

# Conf igure Current Node

[11 Help

[2]1 Display Current MNode Configuration
[3]1 Conf igure Default Gateway

[4]1 Conf igure DNS Server

[5]1 Cownf igure Timezone

[6]1 Configure Route

[?]1 Conf igure Keyboard Layout

[8]1 Configure NTP Client

[9]1 Cowfigure Proxy

[18] Conf igure Screen Resolutiom
[111 Configure “cliadmin” Password
[12]1 Configure “"root" Secret Text
[13]1 Conf igure Mongodb Password
[14]1 Configure IP & Hostname

[15]1 Extend Data Partitions

[B]1 Exit

*
k.3
*
k.3
*
»*
*
»*
k.3
»*
k.3
*
k.3
*
k.3
*

LRI O R T B B N R A

(=) Type your option:

The following options are available:

1 —Help
2 — Display Current Node Configuration

3 — Configure Default Gateway
4 — Configure DNS Server
5 — Configure Timezone

6 — Configure Route

7 — Configure Keyboard Layout
8 — Configure NTP Client
9 — Configure Proxy

10 — Configure Screen Resolution

11 — Configure “cliadmin” Password

12 — Configure “root” Secret Text

13 — Confiqure Mongodb Password

14 — Configure IP and Hostname
15 — Extend Data Partitions
0 — Exit

Help

Enter 1 and press Enter to bring up help for the Configure Current Node Menu.
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Display Current Node Configuration

Enter 2 and press Enter to display the configuration for the Node.

Hostname: owvl

Default gateway: 18.255.221.254

Timezone: America-Los_fingeles
Data LUM Size: DHG

Data LUM Available (Free) Space:
DNS Server: DNS is not sett
Keyboard Layout: us

Proxy Status: Disabled
Proxy is not set

Configure Default Gateway

1. Enter 3 and press Enter to configure default gateway settings.

= Conf igure Default Gateway

Please input defaut gateway w4 [18.255.221.2541:
Would you like to configure:
default gateway: 18.255.221.254
[yinl (yl:
The configurationm has been set
Press [Enter] to continue

2. Enter an IPv4 default gateway.

3. Press Enter to confirm the settings. Press Enter to return to the Configure Current Node
Menu.

Configure DNS Server

1. Enter 4 to specify whether the VM will use a DNS Server.

2. If the VM will use a DNS server, enter y, then press Enter. Enter the IPv4 address for Server
1 and Server 2, if applicable.

= Conf igure DNS Server

Would you like to use dns servers [yinl (n): y

(=) Please input dns server 1: 192.168.78.226

Would you like to use dns server 2 [yinl (n): y
() Please input dns server 2: 192.168.1.3

Would you like to configure:
dns server 1: 192.168.78.226
dns server Z2: 192.168.1.3
[yinl C(yl:
The configuration has been set
Pre=ss [Enter] to continue

Note: If n (No) is selected, all DNS Servers will be disabled. If y is selected, after DNS
servers are set, you may be prompted to restart ovclient service if it was already running.
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3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu. You will be prompted to restart the OV Client Service for the change to
take effect.

Configure Timezone

1. Enter 5 and press Enter to begin setting up the time zone; then confirm by typing y at the
prompt.

2. Select the region for the VM by entering its corresponding numeric value (e.g., 10).

o oo o oo oo TS JoE oo oo oo oo 3o oo oo oo oo o oo oo oo oo oo oo 3o oo oo E-JoE- oo oo oo oo e M
Conf igure Timezome

puld you like to configure Timezone of system [yinl (n): y
Please identify a location so that time zone rules can be set correctly.
Please select a continent or ocean.
4) Arctic Ocean 7) Australia 18) Pacific Ocean
5) fA=zia 8) Europe
6) Atlantic Ocean 9) Indian Dcean

Chile Northern Mariana Islands

Cook Islands Palau

Ecuador Papua New Guinea
Fiji Pitcairn

French Polynesia Samoa (American)
Guam Samoa (western)
Kiribati Solomon Islands
Marzhall Islands Tokelau
Micronesia Tonga

Nauru Tuvalu

New Caledonia United States
New Zealand US minor outlying islands
Niue Vanuatu

Norfolk Island Wallis & Futuna

4. If prompted, enter the numeric value for the specific time zone within the country (e.g., 21).
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Please select one of the following time zone regions.
Eastern Time
Eastern Time - Michigan - most locatioms
Eastern Time - Kentucky - Lowisville area
Eastern Time - Kentucky - Wayme County
Eastern Time Indiana - most locations
Eastern Time Indiana - Daviess, Dubois, Knox & Martin Counties
Eastern Time Indiana - Pulaski County
Eastern Time Indiana - Crawford County
Eastern Time Indiana - Pike County
Eastern Time Indiana - Switzerland County
Central Time
Central Time Indiana - Perry County
Central Time Indiana - Starke County
Central Time - Michigan - Dickinson, Gogebic, Iron & Menominee Counties
Central Time - Morth Dakota - Oliver County
Central Time - Morth Dakota - Morton County (except Mandan area)
Central Time - Morth Dakota - Mercer County
Mountain Time
Mountain Time - =south Idaho & east Oregon
Mountain Standard Time - Arizona (except Mava jol
Pacific Time
Pacific Standard Time - Ammette Island, Alaska
Alaska Time
filaska Time - filaska panhandle
Alaska Time - zoutheast Alaska panhandle
Alaska Time - Alaska panhandle neck
filaska Time - west Alaska
Aleutian Islands
Hawaii

5. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure
Current Node Menu.

Configure Route
1. If you want to add a static route from the VM to another network enter 6 and press Enter.

2. Add an IPv4 route by entering 3 at the command prompt.

= Conf igure Route

E N

* [Z£]1 Show Current Routes
» [3]1 fAdd Route 4

* [41 Del Route 4

= [A] Exit

(%) Type your option: _

3. Enter the subnet, netmask and gateway.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

Configure Keyboard Layout

1. Enter 7 and press Enter to specify a keyboard layout.
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Conf igure Keyboard Layout

e available keyboard layouts will be showm (press [g] to exit wview mode)
Press [Enter] to continue

2. Press Enter to see the list of keyboard layouts.

3. Enter g and press Enter to quit the view mode. At the prompt, enter a keyboard layout then
press Enter. Enter y at the confirmation prompt and press Enter.

Please input keyboard layout [usl:

puld you like to set:

keyboard layout: us

[yinl (yd: _

The table below lists all supported keyboard layouts.

amiga-de amiga-us atari-uk-falcon atari-se
atari-us atari-de pt-olpc es-olpc
sg-latinl hu sg fr_ CH
de-latinl-nodeadkeys fr_CH-latin1 de-latinl de_CH-latinl1
cz-us-gwertz sg-latin1-1k450 croat slovene
sk-prog-qwertz sk-qwertz de cz

wangbe wangbe2 fr-latin9 fr-old

azerty fr fr-pc be-latinl
fr-latinO fr-latinl tr_f-latin5 trf-fgGlod
backspace ctrl applkey keypad

euro2 euro eurol windowkeys
unicode se-latinl cz-cpl250 il-heb
ttwin_cplk-UTF-8 pt-latinl rud ruwin_ct _sh-CP1251
ruwin_alt-KOI8-R no-latinl pll cz-lat2

ni2 mk es-cp850 bg-cp855

by uk pl ua-cpl251
pt-latin9 sk-qwerty se-laté bg bds-cp1251
ruwin_cplk-UTF-8 br-abnt la-latin1 sr-cy
ruwin_ctrl-CP1251 ua dk ru-yawerty
mk-cp1251 ruwin_cplk-KOI8-R kyrgyz defkeymap V1.0
se-fi-lat6 ruwin_ctrl-UTF-8 ro fi
sk-prog-qwerty trq fi-latin9 gr

ru3d us ruwin_ct_sh-KOI8-R ]

ro_std ttwin_alt-UTF-8 trf ruwin_alt-UTF-8
it-ibm il by-cp1251 it

emacs fi-latinl pcl10 bg_bds-utf8
tralt defkeymap bg_pho-utf8 ua-ws

cf hul01 bg_pho-cp1251 se-ir209
ttwin_ctrl-UTF-8 cz-lat2-prog br-latinl-us mKk-utf
cz-qwerty ruwin_cplk-CP1251 ttwin_ct_sh-UTF-8 rul
ruwin_ctrl-KOI8-R ru-ms no us-acentos

pl2 sv-latinl br-latin1-abnt2 et

ru-cpl1251 ruwin_alt-CP1251 ru it2
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It.14 ua-utf bywin-cp1251 bg-cp1251
ru_win emacs2 dk-latinl kazakh
br-abnt2 es pl4 mkO
is-latinl is-latin1-us il-phonetic fi-old
et-nodeadkeys jp106 It ru2
ruwin_ct_sh-UTF-8 pt se-fi-ir209 gr-pc
It.baltic tr_g-latin5 pl3 ua-utf-ws
bashkir no-dvorak dvorak-r dvorak
ANSI-dvorak dvorak-| mac-euro mac-euro2
mac-fr_CH-latinl mac-us mac-de-latinl mac-be
mac-es mac-pl mac-se mac-dvorak
mac-fi-latinl mac-template mac-dk-latinl mac-de-latinl-
nodeadkeys
mac-fr mac-pt-latinl mac-uk mac-it
mac-de_CH sunt4-no-latinl sunts-cz-us sundvorak
sunt5-de-latinl sunt5-us-cz sunt5-es sunt4-fi-latinl
sunkeymap sunt4-es sunt5-ru sunt5-uk
sun-pl sunt5-fr-latinl sunt5-fi-latinl sun-pl-altgraph

4. Press Enter to return to the Configure The Configure Current Node Menu.

Configure NTP Client

1. Enter 8 and press Enter to configure an NTP Server.

= Conf igure NTP Client

[1]1 Help
[2] Configure NTP Server IP
[3]1 Status NTP Client

[5]1 Enable NTP Client

-
-
S
* [4] Disable NTP Client
k.3
= [A]1 Exit

() Type your option: _

2. Enter 2 and press Enter.
3. Enter the IP address of the NTP Server and press Enter.

4. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure
Current Node Menu. You can enable the server when you create it, or enable it at a later time
using option 5.

Configure Proxy

OmniVista makes an HTTPS connection to the OmniVista 2500 NMS External Repository for

upgrade software, Application Visibility Signature Files, and ProActive Lifecycle Management. If
the OmniVista Server has a direct connection to the Internet, a Proxy is not required. Otherwise,
a Proxy should be configured to enable OmniVista to connect to these external sites (Port 443):
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e ALE Central Repository — ovrepo.fluentnetworking.com
e AV Repository — epl.fluentnetworking.com

e PALM - palm.enterprise.alcatel-lucent.com

e Call Home Backend - us.fluentnetworking.com

1. Enter 9 and press Enter to specify whether the VM will use a Proxy Server. Enter 2 and press
Enter to configure a Proxy Server.

= Conf igure Proxy

= [3]1 Enable-Disable Proxy
= [B] Exit

(=) Type your option: _

2. If the VM will use a proxy server, enter the Proxy Server IP address, along with the port (e.g.,
8080).

Proxy is not set

(=) Please input proxy IP: 18.255
() Plea=ze input proxy port: 8H8H
Please input proxy username :

ould you like to configure proxy
IP: 18.255.18.88
Port: 888A
Username :
Password:
[yinl (yl:

15
Note: If n (No) is selected, all proxy servers will be disabled.

3. Enter y and press Enter to confirm the settings. Press Enter to return to the Configure The
Virtual Appliance Menu.

4. Enter 3 and press Enter to enable the Proxy.

Change Screen Resolution

1. Enter 10 and press Enter to configure the VA screen resolution.

= Change screen resolution

= [1] GHBx680
= [2] 1824x760
= [3] 1288x1824
*= [A] Exit

(=) Type your option: _

2. Select a screen resolution and press Enter. Enter y and press Enter y at the confirmation
prompt. You will be prompted to restart the VA for the settings to take effect.

3. Enter y and press Enter at the confirmation prompt to restart the VA.
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Configure “cliadmin” Password

Enter 11 and press Enter to change the “cliadmin” password for the Node VM. At the prompt,
enter the new password and press Enter. Re-enter the password and press Enter.

(%) Type your option: 11

‘Y‘ou must remember the new passwords in order to manage the Virtuwal Appliance and Omnillista.
Length of new password must be >= 8 and <= 38 characters

Enter new password:

Retype password:

Changing password for user cliadmin.
passwd: all authentication tokens updated successfully.

Configure “root” Secret Text

Enter 12 and press Enter to change the password of the “root” user of the VA. Enter the old
password at the prompt and press Enter. Enter the new password and press Enter. Confirm the
password and press Enter.

Configure Mongodb Password

Enter 13 and press Enter to change the Mongodb password. You have two options when
changing the mongo database password.

(+) Type your option: 3
ou must remember the new passwords in order to manage the Mongodb.
Press [Enter] to continue

ould you like to change password for
[11 Mongo administrator
[Z2] Mgonms application user
Provide your option [1 OR 21:

Enter 1 to change the mongo administrator password. Enter 2 to change the application user
password. At the prompts, enter the current password, then enter the new password.

Configure IP and Hostname

Enter 14 and press Enter to change the IP address and Hostname of the current Node. It is not
recommended that you change the configuration of the Cluster once it has been initialized. If a
Cluster has already been initialized, you must take a backup of OmniVista and contact
Customer Support to re-configure the Cluster.

Extend Data Partitions

Enter 15 and press Enter to add an additional hard disk and extend the current data partitions.
By default, OV 2500 NMS-E 4.3R1 is partitioned as follows: HDD1:50GB and HDD2:256GB. If
you are managing more than 500 devices it is recommended that you increase the provisioned
hard disk.

Exit

Enter 0 and press Enter to exit to the Configure Current Node Menu and return to the HA Virtual
Appliance Menu.
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Run Watchdog Command

The Watchdog command set is used to start and stop managed services used by OV 2500
NMS-E 4.3R1. If you stop certain framework services (e.g., ActiveMQ, Apache Tomcat) or a
service that these services depend on, the web server will shut down, and you will have to
restart the service manually. You will receive a warning prompt whenever you try to shut down
one of these services.

To access the Watchdog CLI Command Menu, enter 5 at the command prompt.

Run Watchdog Command

¥

[1]1 Help

[Z] Display Status Of All Services
[3]1 Start All Services

[4]1 Stop All Services

[5]1 Restart All Services

[6] Start a Service

[?] Stop a Service

[81 Start Watchdog

[9]1 Shutdown Watchdog

[A] Exit

-
-
E
E
E
-
-
E
E
-

(*) Type your option:

The following options are available:

o Display Status Of All Services - Displays the status of all of the services used by
OmniVista (Running/Stopped). To display the status for all services just once (Default),
Enter n and press Enter at the "Continuous Status" Prompt (or just press Enter). The
status will be displayed and you will be returned to the Run Watchdog Command Menu.
To run and display continuous status checks for all services, enter y then press Enter at
the "Continuous Status" Prompt. To stop the display and return to the Run Watchdog
Command Menu, enter Ctrl C.

e Start All Services - Starts all services. Enter y and press Enter at the confirmation
prompt.

e Stop All Services - Stop all services. Enter y and press Enter at the confirmation
prompt.

o Restart All Services - Stop and restart all services. Enter y and press Enter at the
confirmation prompt.

e Start a Service - Starts a single service. Enter the service name at the prompt and
press Enter. At the "Start Tree" option, enter y and press Enter to start all dependent
services; enter n if you do not want to start dependent services. Press Enter at the
confirmation prompt to start the service(s).

e Stop a Service - Stops a single service. Enter the service name at the prompt and press
Enter. At the "Stop Tree" option, enter y and press Enter to stop all dependent services;
enter n if you do not want to stop dependent services. Press Enter at the confirmation
prompt to stop the service(s).

e Start Watchdog - Starts the Watchdog Service, which starts all services.
¢ Shutdown Watchdog - Stops the Watchdog Service, which stops all services.
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Upgrade VA

The Upgrade VA command set is used to display information about the currently-installed
OmniVista 2500 NMS software, upgrade OmniVista software, configure the OV Build
Repository, and backup/restore OV software. OV software and updates are stored on an
external repository (ALE Central Repository). By default, the OV Virtual Appliance points to the
ALE Central Repository, which contains the latest builds and software updates. If a proxy has
been configured, make sure to configure the proxy to connect to the external repository.

Note: If you have configured and enabled a Custom Repository, you must select option 4 —
Enable Repository, and enable the ALE Custom Repository to access the latest software.

Upgrade UA

*

[1]1 Help

[2] To 4.3R1 (Upgrade to Latest patch of Current Release, if any)
[3]1 To New Release

[4]1 Enable Repository (Selected - ALE Central Repo)

[5]1 Configure Custom Repositories

[6]1 Configure “Update Check Interval" (Selected - Disabled)

[?]1 Backup-Restore OmniVista 2588 NMS Data

[A]1 Exit

% Kk Kk % Kk k %

(=) Type your option:

The following options are available:

e To 4.3R1 (Upgrade to Latest Patch of Current Release, if any) - Displays information
about the currently-installed OmniVista NMS software (e.g., Release Number, Build
Number). It also checks for, and displays information about, any available updates. If an
update is available, the update information is displayed and the user is prompted select
whether or not to upgrade to the latest OV software. Select an option and press Enter to
display information about the currently-installed OmniVista NMS software and
download/upgrade an available update.

e Download and Update - OV displays information about the currently-installed
OmniVista NMS software, checks for available updates and downloads and installs
the update, if available.

e Download Only - OV displays information about the currently-installed OmniVista
NMS software, checks for available updates and downloads the update, if available.

e Upgrade from a Download Package - If you have previously downloaded an
update but have not yet installed it, OV will install the downloaded update.

Note: You can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available.

¢ To New Release - Upgrade to a new release. The options and processes are the same
as above (“To 4.3R1 (Upgrade to Latest Patch of Current Release, if any”). Note that if a
new version of the current release is available, you will be prompted to install the latest
version of the current release before upgrading to the new release.

e Enable Repository - Enable an OV Build Repository. This is the repository that
OmniVista 2500 NMS will use to retrieve OV upgrade software. Select a repository from
the list, enter y and press Enter at the confirmation prompt to enable the repository.
Only one (1) repository can be enabled at a time.

e Configure Custom Repositories - Configure a custom repository. By default, the OV
Virtual Appliance points to the external ALE Central Repository, which contains the latest
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OV software. However, you can configure up to three (3) custom repositories. Select a
repository (e.g., [1] "Custom Repo 1" Repository) and press Enter. Complete the fields
as described below, then enter y and press Enter at the confirmation prompt:

o Repository Name - User-configured repository name.

e Repository URL Host - The IP address of the custom repository (e.g.,
192.168.70.10).

e Repository URL Location - The directory location of the upgrade software (e.g.,
repo/centos)

e Repository Full URL - Is automatically completed by OV after confirming the
configuration.

Only one (1) repository can be enabled at a time. The user is responsible for ensuring
that the custom repository contains the latest OV software.

Configure Update Check Interval - Configure how often the OmniVista 2500 NMS
Server will check the OV Build Repository for updates. You can perform a check
immediately or schedule the check to be performed at regular intervals. The results of
the scheduled checks are displayed on the Welcome Screen.

e Check Now - Run the Update Check Task immediately and displays the results.
Enter 2 and press Enter. If an update is available, the update information is
displayed and the user is prompted select whether or not to upgrade to the latest OV
software. If an upgrade is available, enter y and press Enter to install the upgrade.
Note that you can only upgrade to the latest OV software - only the latest software
will be presented for upgrade, if available. Also note that if a new release is available
(e.g., RO1 to R02), and do not have the latest RO1 software patches installed, you
will first be prompted to install the latest RO1 patches, and will then be prompted to
install RO2.

e Check Daily/Weekly/Monthly - Run the Update Check Task at the configured
intervals and displays the results on the Welcome Screen. Select an interval and
press Enter. Enter y and press Enter at the confirmation prompt.

e Disable (Default) - Disable the Update Check Task. Enter 6 and press Enter. Enter
y and press Enter at the confirmation prompt.

Backup/Restore OV2500 NMS Data - Backup/Restore OmniVista 2500 NMS data. The
following options are available:

e Configure Backup Retention Policy - Configure the maximum number of days that
you want to retain backups (Range = 1 — 30, Default = 7), and the maximum number
of backups that you want to retain (Range = 1 — 30, Default = 5). Backup files are
automatically deleted based on the Backup Retention Policy.

e Backup Now - Perform an immediate backup. Enter an optional name for the
backup (default = ov2500nms) and press Enter. Enter y and press Enter at the
confirmation prompt. When the backup is complete, it will be stored in the “backups”
Directory (/opt/OmniVista 2500 NMS/data/file_server/cliadmin/backups) with the
backup name and the date and time of the backup (<base name>_<yyyy-MM-dd--
HH-mm>.bk). If you do not enter a name, the backup will be stored as ov2500nms-
yyyy-MM-dd--HH-mm>.bk.

e Schedule Backup - You can schedule an automatic backup to begin at a specific
time and repeat at a specific daily interval. Enter a time for the backup to begin
(HH:mm format) and press Enter. Enter the time between backups (Range = 1 — 30
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Days, Default = 1) and press Enter. You can change the backup schedule at any
time.

Note: Scheduled backups utilize the Task Scheduler (Windows) and Cron Job
(Linux) utilities. If necessary, these utilities can be used to modify a scheduled
backup.

Note: Backup files are automatically deleted based on the Backup Retention
Policy. Monitor and maintain the Backup Directory to optimize disk space.

o Restore - Select a backup and press Enter. Enter y and press Enter at the
confirmation prompt and press Enter.

Note: You can only perform a restore using a backup from the same release
(e.g., you can only restore a 4.3R1 configuration using a 4.3R1 Backup File).
OmniVista will not allow you to perform a restore using a backup from a previous
release.

Note: If you want to perform a restore using a 4.3R1 Backup File residing on a
different system, you must change the OV IP address/ports and UPAM IP
address/ports of the system on which you are performing the restore to match
the OV IP address/ports and UPAM IP address/ports of the system from which
the backup file was taken before performing the restore. After the restore is
complete, you can use the Configure Cluster Menu to return the restored system
to its original OV IP address/ports and UPAM IP address/ports.

For example, if you want to use a backup file on System A to perform a restore
on the System B, you must change the OV IP address/ports and UPAM IP
address/ports of System B to the OV IP address/ports and UPAM IP
address/ports of System A before performing the restore. After the restore is
complete, you can use the Configure Cluster Menu to change the OV IP
address/ports and UPAM IP address/ports on System B back to their original
configuration.

e View Backup Configurations - View the backup retention policies. The policies are
configured using Option 2 — Configure Backup Retention Policy. Note that if you
have not configured a Backup Retention Policy, the “Maximum Backup Retention
Days” and Maximum Backup Retention Files” fields will show “-1".

Logging
You can view OV 2500 NMS-E 4.3R1 Logs using the “Logging” option. Enter 6, then press
Enter.

Conf igure Logging

[1]1 Help
[Z2]1 Change Log Lewvel

[3]1 Collect Log Files
[4]1 Collect JUM Information
[A1 Exit

(#) Type your optiom:
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The following options are available:

e Change Log Level - Changes the logging level for OV services. Enter the number
corresponding to the OV service for which you want to change the logging level (e.g. 13
- ovsip) and press Enter. Enter the number corresponding to the package for which you
want to change the logging level (e.g. 1 - com.alu.ov.ngms.sip.service) and press Enter.
Enter the number corresponding to the log level you want to set (e.g., 2 - DEBUG) and
press Enter.

e Collect Log Files - Collects all log files from a specific date to the current date. Enter
the date from which you want to collect log files in dd-MM-yyyy format (e.g., 10-15-2018)
and press Enter. When finished, a "Collecting completed" message is displayed. The log
files are stored in a zip file in the "logs" Directory with the date and time the logs were
collected appended to the file name (e.g., ovlogs-15-10-2018 12-04-18.zip). SFTP to
the VA using the "cliadmin" username and password to view the log files (Port 22).

e Collect JVM Information - Collects and archives Java Virtual Machine (JVM)
information. Enter y and press Enter at the confirmation prompt to collect JVM
information. When finished, a "Collecting completed" message is displayed along with
the JVM information file name. The file is stored in the "jvm-info" directory with date and
time the file was created collected appended to the file name (e.g., jvm -info-02018-10-
15-12-18-43.jar). SFTP to the VA using the "cliadmin" username and password to view
the log file (Port 22).

Set Up Optional Tools

Enter 7, then press Enter to bring up the Setup Optional Tools command set. The Setup
Optional Tools command set is used to install/upgrade Hypervisor Optional Tools Packages.

Optional Tool Of Supervisors Menu

[1]1 Help

[2] UWMware Tools

[3]1 VirtualBox Guest Additions

[4] Hyper-U Linux Integration Services
[A] Exit

(%) Type your option: _

Enter the number corresponding to the Hypervisor you are using (2 - VMWare, 3 - Virtual Box,
4 - Hyper-V) and press Enter. Information about available packages is displayed. If a new
package is available, enter y and press Enter at the "Would you like to install the package"
prompt. The package will automatically be downloaded from the OV Repository and installed
(this may take several minutes). When the "Installation Complete" messaged is displayed, press
Enter to continue. Press Enter again to restart the Virtual Appliance.

Advanced Mode

Advanced Mode enables you to use read-only UNIX commands for troubleshooting. Enter 8,
then press Enter to bring up the CLI prompt. Enter exit and press Enter to return to the Virtual
Appliance Menu. The following commands are supported:

e /usr/bin/touch
e /usr/bin/mktemp
e /usr/bin/dig
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/usr/bin/cat
/usr/bin/nslookup
/usr/bin/which
/usr/bin/less
/usr/bin/tail
lusr/bin/vi
/usr/bin/tracepath
lusr/bin/tty
lusr/bin/systemctl
lusr/bin/grep
lusr/bin/egrep
lusr/bin/fgrep
{usr/bin/dirname
lusr/bin/readlink
lusr/bin/locale
{usr/bin/ping
{usr/bin/traceroute
{usr/bin/netstat
{usr/bin/id
{usr/bin/ls
{usr/bin/mkdir
lusr/sbin/ifconfig
{usr/sbin/route
{usr/sbin/blkid

/usr/sbin/sshd-keygen
{usr/sbin/consoletype

/usr/sbin/ntpdate
{usr/sbin/ntpq
{usr/bin/ntpstat
Jusr/bin/abrt-cli
/usr/sbin/init
lusr/sbin/tcpdump
/bin/mountpoint

Power Off

Before powering off the VM, you must stop all services using the Stop All Services option in
the Run Watchdog Command. After all the services are stopped, enter 9 at the command line
to power off the VM. Confirm the power is off by entering y. The power off may take several
minutes to complete.
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Note: OV 2500 NMS-E 4.3R1 functions stop running following power off. The VM must be
powered back on via the VMware client software and you must log back into the VM via the
console.

Reboot

Before rebooting the VM, you must stop all services using the Stop All Services option in the
Run Watchdog Command. After all services are stopped, enter 10 at the command line to
reboot the VM. Confirm reboot by entering y. The reboot may take several minutes to complete.
When rebooted, you will be prompted to log in through the cliadmin user and password prompts.
Note that OV 2500 NMS-E 4.3R1 functions continue following reboot.

Log Out

To log out of the VM and return to the cliadmin login prompt, enter 0 at the command line.
Confirm logout by entering y. Note that OV 2500 NMS-E 4.3R1 functions continue following
logout.
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Appendix D — Extending the VA Partition Size

If necessary, you can use the GParted Partition Manager to resize VA partitions. GParted is a
free partition manager tool that can be downloaded for free here. After downloading GParted,
follow the steps below to extend the partition size of an existing VA installation.

Step 1: Power off the VA.

Step 2: Download and mount the GParted Live CD to the CD drive.
Step 3: Increase the Disk Provisioned Size of the Hard Disk.

Step 4: Configure the bootup Force BIOS setup.

Step 5: Change the boot order to boot from the CD-ROM Drive.
Step 6: Boot the VA from the GParted Live CD.

Step 7: Open GParted.

Step 8: Select device /dev/sda and select partition /dev/sda3 then click Resize/Move.
Step 9: Extend the disk size for /dev/sdb and /dev/sdbl.

Step 10: Select Apply and confirm.

Step 11: Wait for the process to finish and reboot the VA.

Step 12: Reboot from the local drive.

Step 1: Open a Console on the VA with cliadmin account. Use option 8 to power off the VA.

The Uirtual Appliance Menu

[11
[21
[31
[41
[51
(b1
[71
[81
[31

Help

Conf igure The Uirtuwal Appliance
RBun Watchdog Command

Upgrade Backup-Restore Un
Change Password

Logg ing

Login Authentication Server
Power Off

Reboot

[18] fAdvanced Mode
[11]1 Set Up Optional Tools

8l

Log Out
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Step 2: Download and mount the GParted Live CD to the CD drive (make sure “Connect at
power on” option is selected in the Device Status area).

Hardware | Options | Resources | Profiles | vServices | Virtusl Machine Version: 7
—Device Status
™ Show All Devices Add | Remove | Connected
Farers [ Summary i ¥ Connect at power on
B Memory 16384 MB  Devee Trpe
B crus 4
Videa card Video card . ﬁFmﬁmrﬂdp..,; VOu MUSE power on the
& VMCI device Restricted :.':"..Le.lllm.a-:hu'.'ue.ar:é.l.'j'uen .:::- m;.in;.nect.tii':.'ﬁ'.'i. :
{ scslcontroller LSILogicFarallel buttton in the: toolbar.
& Hard diskl Wirtual Digk
&= Hard disk 2 Virtual Disk Pt Devie
| & <o/ovD drive1 [ov-anap-datastare-001].]
BB Network adapterl WM Nebwark ] ;I

' Datastore 15O File
|1 150 gparted-ive-0.24.0-24586.is0.  Browse... |

—Made

" Passthrouah IDE [

Virtual Device Node
= [1DE (0:0) CO/OVD drive 1 =l
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Step 3: Increase the Disk Provisioned Size of the Hard Disk. Select Hard disk 1 and increase
the Disk Provisioned Size from the default of 256GB to the recommended size (e.g. 1TB). Data
and System files are stored in 2 virtual disks. You must change the provision size for both
disks. By default, “Hard disk 1" appears in the Virtual Device Node drop-down menu. Update
the Provisioned Size to the recommended size and click OK.

[mmmmm:ummml

—Disk Provisioning
Type: Thin Provision

Video card Video card Provisioned Size: 1 B~

& VMLl device Restricted M Sre (G8):

O stsicontrolier 0 LSI Logic Parallel 1
CD/OVD drive 1 [NAS) GParted/gparted-.., rmpemmre————

'S Hard disk “Virtual Disk 1

& Hard disk2 Virtual Disk Fm[ et} Ford dek 3 -:—I

B Network adapterl VM Network

|
~Mode -
[T Independent
Independent disks are not affected by snapshots.
" parasten
Changes are immediately and permanently written to
the disk.

ol oS

Changes o this disk are decarded when you power
off or revert o the snapshot.
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Then select “Hard disk 2” in the Virtual Device Node drop-down menu. Change the
Provisioned Size to the recommended size and click OK, as shown below.

Hardware | Opbions | Resources | Profies | vservices |

— Disk File
|INAS] Omnivista 2500 NMS-E b91 vup/Omnivista 2500 NMS£

[ Show Al Devices add... | memove |

M Memory 16384 MB [ Disk Provisiring _
@ crus 4 Type: Thin Brovisson
Video card Video card Provisioned Size: H R =
= VMCIdevice Restricted e 00
© scsicontrollero LS1 Logic Parallel _ S
B co/ovD drivel [NS] GPated/gparted-. [ vrnos Device Tk
2 Hard disk 1 Virtual Disk
S Hard disk2. Virtual Disk | Iscst @0 marddsk2

B Nebwork adapter ] VM Nebwork

 Made

[~ Independent
Independent disks are not affected by snapshols,
T pa

uﬁﬁunmm and permanently written to
the disk,

T Mo

Changes to this dsk are discarded when you power
off or revert to the snapshot.
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Step 4: Configure the bootup Force BIOS setup. Click on the Options tab, select Boot
options, then select the checkbox in the Force BIOS Setup area. Click OK.

) Omnivista 2500 1 [
Seftings | Summary .
General Options Omnivista 2500 N... Specify the boat frmware:
vApp Ophons Enabled
+ glOS
Ligense Agresments Present )
Propertes Configured C g
1P Allocation Policy Fiwed, IFvd
Advanced Canfigured Whenever the virtual machine i powered on or reset, H
VMware Togls Shut Down gelay the boot for the following number of miliseconds:
Power Management Standby
Advanoad r~ Force BIOS Sebup
Genera Mormal
The neact time the virtual machine foroe into the
CPUID Mask Expose b flagto . et SO0 SXCH ALY
Memary/CPU Hotplug Disabled/Disabled
~ BootOplons ~ BoottoBIOS [~ Faded Boot Recovery
Fibre Channel NPTV None ™ When the virtual machine fals to find boot device,
CPU/MMU Virtualiztion Automatic -
Swapfile Location Use default settings T T b =] [Srcs
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Step 5: Start the VA. Change the boot order to boot from the CD-ROM Drive. Go to the Boot tab
and use the +/- keys to move the CD-ROM Drive to the top of the list. Press F10 and select Yes
at the confirmation prompt to save and exit.

CD-FOM Drive

e
Enter
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Step 6: Boot the VA from the GParted Live CD.

Hemuny test usifnPHEmiE S Oh .

\/

T e L L o s
Arckammttet oot e setonds. . .
ot meEnu foc Bl maching

el Tiue Uetisiong 824, 8-251566. [Ue Uersiomnaiptainer: Steven Shiau
ainer: GParted live cones with ADSULUTELY NOTHARKANTY

D-7 Part No. 060547-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R1 Installation and Upgrade Guide

Select Don't Touch Keymap

(7] Omnivista 2500 NMS-E b1 vup on nzmm x =

File WView VM

B0y & BGRB8

{ Confliguring console-data |
The keumap records the layout of sumbols on the keghnard

- "Select keumap from arch list': select one of the predefined keumaps
specific for your architecture (recommended for non-USB kKeyboards);
'Don't touch keymap': don't owverwrite the keumap in fetc/console,
which is maintained manually with install-keumap(B);

'Keep kernel keymap': prevent any keymap from being loaded next time
the sustem boots;

‘Select keymap from full list': 1ist all the predefined keumaps.
Recommended when using cross-architecture (often USB) keyboards.

Policy for handling keumaps:

el.ect keumap from arch list

l:l k.er' krnau
Select keumap from full List

<Dk <Cancel>
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Select the preferred language.

) Omnivista 2500 NMS-E b91 vup on 172.16.82.207 T N o
File View WM o -

B 0| p & 03 B & ‘

Keep kernel keumap
Select keymap from full list

<0k <Cancels

s do uou prefer 7
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Select (0) Continue to start X to use GParted automatically.

| File View VM ‘

By &G G &

do you prefer 7
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Step 7: GParted should launch automatically. If not, click on the GParted icon to open GParted,
as shown below.

| File View VM

miulp 86 GBER D

Number of active connections has thanged. There are now 2 active connections to this console

- Workspace 1 » 26 Dec, Tue 01:56:05 = » [ fdevisda - GParted
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Step 8: Select device /dev/sda and select partition /dev/sda3 then click Resize/Move.

3 W TE| = |

L File View VM

B0l S GG DR P e

.1 @ v._- fdewisda - GParted T ]
| GParted Edit View [Device Partition Help

Nm;. g L“ E] yr ,_.-:: | @ [} /devisda  (1000.00 GiB)

—— = ﬂ;dw.rsdb (1000.00 GIB)
[devisda3 2 unallocated
251.00 GiB 744.00 GiB
Partition ]File System I Size Used Unused Flags "
jdevisdal [l et 1.00 Gig 77.26 MiB 946.74 MiB boot
fdevisdaz [ linux-swap 4.00 GiB 0.00 B 4.00 GIB
jdevisdaz [ exx3 251.00 Gig 6.21 GiEg 244.79 GiB
unallocated [ unallocated 744.00 GiB |

0 operations pending
4 Workspace 1 = 2% Dec, Tue 01:56:30 = » [ fdevisda - GParted

-

Use the Ul menu to change the partition size. Or use the input menu below to enter the size for
the partition. When complete, click on the Resize/Move button.
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Before
7% e i

File View WM

mip @G &G R DI

eE =.
l GParted Edit ‘iew Dewvice Partition Help
, g = ; O ) 1devisda (1000.00 GiB) =
| Mew Delete | ResizefMowve ' Copy FPaste
' i jdevisdaz i unallocated

i 251.00 Gia . 744.00 GiE

i e Resize/Move /devisdad L

| partition )

| jdevjsdaz .!

[Crdevsdas — Minimum size; 6361 Mg
. unallocated Free space preceding (MiB):

‘ Mew size (MiB):

| Free space following (MiB):

Align to:

Maxamum size: 1018873 MiB

= -
U
L 5

|25mz3 e
I?GIS'SE. =

MiB .

%;anl:el | § F

o Flags [

poot

0 operations pending

< Workspace 1 » 25 Dec, Tue 01:56:57 = » [F

D-13

fdev/sda - GParted =l

Resize/Move fdevisda3
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After

File View VM

E

P

(> S

GPartead Edit View Device Partition Help

& o

=

[} /devisda (1000.00 GiB) =
Mew Delete  Resize/Move Copy Past: Inde
. jdevisda3 i unallocated
" 251.00 GiE q 744.00 GiB
e I:.- Resize/Move fdevisdad .
Pamtmn r—ih L{
Jdevisdal [ boot

Jdevjs daz
- Minimum size: 6361 MiB

unallocated

Mew size (MiB):

, I

Maximum size: 1018879 MiB

Free space preceding (MiB):

Frea space following (MiB):

0

-

1018879 |-
0 =

Align to: MiB -
xgancel | &l Resize/Move
0 operations pending
4 Workspace 1 » 29 Dec, Tue QL5706 = » "-; fdeviada - GParted =] ResizeMave jdevisdad
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GParted Edit “iew Device Partition Halp

N

[} idevisda (1000.00 GiB) »

&l Grow /devfsda3 from 251,00 GIB to 995.00 GIiB

Undo  Apply
fdewvisda3
995.00 GiB
Partition |Fi!e System Size Used Unused Flags
jdevisdal . a3 1.00 GiB 77.26 MiB 946.74 MIB boot
jdevisdaz [ linux-swap 4.00 GiB 0.00 B 4.00 GiB
jdevisda3 . ext3 995.00 GiB 6.21 GiB 988.79 GIB

1 operation pending

< Workspace 1 » 2% Dec, Tue 01:57:16

fdevisda - GParted

D-15
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Step 9: Extend the disk size for /dev/sdb and /dev/sdbl.

r

:1-_-11

File View WM

B e 2 e

e njp & @
[
?_ i ;_ fdeufadb - GParted |
4 GParted Edit Wiew Device Partition Help
Fif i
B B, » - [£] devisdb (1000.00 Gig) =
] Undo Apphy
|
fdevisdbl
1000.00 GiB
. | Partition ;Fite Sy'sternl Size Used J Uinused I Flags
\ 1000.00 GiB 4.43 GiB 995.57 GIB

| jdevisdbl [l ext3

[ & Grow fdevisda3 from 251.00 GiB to 995.00 GiB

& Grow fdevfsdbl from 255.99 GiB to 1000.00 GiB

?r gperations pending

| « Workspace 1 = 29 Dec, Tus 01:57:32

ﬁ

D-16
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Step 10: Select Apply and confirm.

o™
& i a 3 .Q') [} rdevisda (1000.00 GiB) ~
pelete Paste Undo App
fdevisda3
995.00 GIB
Partition |F-ile Systam I Size I Used [ Unused | Flags ||
Joaviscal . et -.'n' ..'_. e A.rl.h-;'u'_-,r operations :.‘.T:I:-_:-;r“.n ﬁ‘-'-'r. MiB boot
jdevisdaz [ linus-swa D GiB
fdevisdas [l ext3 Are you sure you want to 5 GiB
apply the pending operations?

& Grow fdevisda3 from 251.00 GIiB to 995.00 GIE
& Grow fdevisdbl from 255.99 GiB to 1000.00 Gig

Editing partitions has the potential to causa LOSS of DATA.
ou are advised to backup your data before proceeding.

E&Eancel'l <7 apply |(a

2 operations pending

4 Workspace 1 »

29 Dec, Tue 01:58:01 = = [ fdewisda - GParted

D-17 Part No. 060547-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R1 Installation and Upgrade Guide

Step 11: Wait for the process to finish, then reboot the VA.

File View VM |
|

P OG0 G DB DR

Appldng pending operations

Depending on the number and type of operations this might take a long time,

Grow fdevisda3 from 251.00 GiB to 995.00 GiB

e2fsck -F -y v -C 0 jdev/sda3

Completed Operations:
0 of 2 operations completed
* Details
= Grow fdevfsda3 from 251.00 GIiB to 995.00 GiB
= calbrate fdevisda3 00:00:00

path: /devisdaz (partition)
start: 10487808

end: 536870911

size; 526383104 (251.00 GiB)

= check file systermn on jdevfsda3 for errors and (if possible) fix them &
w e2fsck =f <y -v -C 0 /dev/sda3

Jdevisda3: recovernng fournal
Pass 1: Checking inodes, blocks, and sizes
Jdevisdal: [== | 4.4%

ezfsck 1.42.13 (17-May-2015)

Grow fdevfsdbl from 255.99 GIB to 1000.00 GIB

« Workspace 1 » 25 Dec, Tue 01:58-38 « » _r__ fdewisda - GParted = Appbying pending operations
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0] Omevuis =

| File View WM

BNy = E R DB

Lo

| "
0] @ E = (s
Exit Screenshot Terminal GParted Screen resolution Web Browser
Hetwark config
@ D Select ibem from the list [ --|
Exr

* Reboot
Shutdown
Logout

Cancel OK
|
e T CTS3 LT 2 r . e e

Once the VA is rebooted, the main GParted Screen will appear.

D-19 Part No. 060547-10, Rev. B



OmniVista 2500 NMS Enterprise 4.3R1 Installation and Upgrade Guide

HlEEe e i Briefe 1) 2L Soier)jlit-oum

* Boot meni l:n.r';." A machine -
=* LParted live ue\gjsinn: .24, B-Z=45060 [NUe Uersion naintainer: Steven Shian
# Nisclairer: GParted live comes with ABSULUTELY. NGO HARRANTY

Step 12. Reboot from the local drive. Select Local operating system in hard drive, and press
Enter. The system will reboot from the local drive and the new disk partition size will take effect.

Note: To prevent the VA from loading from GParted on the next reboot, can change the
boot order from the BIOS as shown in steps 4 — 5 above; or reset the CD/DVD drive 1
Device Type to Host Device by right-clicking on the VA to bring up the Virtual Machine
Properties Screen.
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Appendix E — Generating an Evaluation License

An Evaluation License provides full OV 2500 NMS-E 4.3R1 feature functionality, but is valid only
for 90 Days (starting from the date the license is generated). There is one file that contains all of
the Device (AOS, Third-Party, Stellar APs) and Service Licenses (VM, Guest, BYOD). Follow
the steps below to generate an Evaluation License Key.

1. Go to https://Ids.al-enterprise.com/ov25411/enterLicenseData.jsp

OmniVista 2500 NMS 42.X/43X

Type in and create one License Key
Customer Id Order Number

999599 evaluation

Next

License Generation User Manual for OV4.2.X/0V4.3.X

3. Enter the Customer ID and Order Number, then click Next.

e Customer ID — 99999

e Order Number — evaluation
OmniVista 2500 NMS 4 2 X/43 X

Select a Part
EVAL-OV2500-ALL-TYPE_1

Reload

Enter Passcode
Submit Entry

Click here to go back to Main Screen that would clear vour data otherwise use back button on the browser

Following Partnumbers have already been downloaded
SAP Number:

Customer ID Track Number PartNumber Quantity

4. Select the License Type (EVAL-OV2500-ALL-TYPE_1). Enter omnivista in the Enter
Passcode field, and click on the Submit Entry button.

E-1 Part No. 060547-10, Rev. B
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0Vi4.1.1/4.2.214.3.X License Registration

Site Name Evaluation

Company Name *Required (alpha | ABCD |

numeric only)

Phone | |

Email *Required |abcd efgh@ij.com |

Re enter the Email *Required |abcd efgh@ij.com |

Click here to go back to Main Screen that would clear your data otherwise use back button on the browser

Do you want te open or save -EVAL-OV2500-ALL-TYPE-15245-20.dat from ga-support.al-enterprise.com?

5. Complete all of the required fields on the License Registration Form and click Submit, then
click Save at the confirmation prompt to download the license to your computer.

6. Go to the License — Add/Import License Screen in OmniVista to import the license file you

just downloaded.

E-2
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